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Abstract

Oneof thekey issuesof object-orientedmodelinganddesignis inheritance.It allows for thedefinition
of subclassesthat inherit featuresof somesuperclass.Inheritanceis well definedfor staticproperties
of classessuchasattributesandmethods.However, thereis no generalagreementon the meaningof
inheritancewhenconsideringthedynamicbehavior of objects,capturedby their life cycles.This paper
studiesinheritanceof behavior both in a simpleprocess-algebraicsettingandin a Petri-netframework.
Processalgebrais chosen,becauseit concentratesonbehavior, while abstractingfrom theinternalstates
of processes.The result of the algebraicstudy is a clear conceptualunderstandingof inheritanceof
behavior. It canbeexpressedin termsof blockingandhiding methodcalls. Theresultsin thealgebraic
framework inspirethedevelopmentof theconceptof inheritanceof behavior in thePetri-netframework.
The Petri-netformalismallows for a graphicalrepresentationof life cyclesof objectswith an explicit
representationof objectstates.In the Petri-netframework, four inheritancerulesaredefinedthat can
beusedto constructlife cyclesof subclassesfrom theobjectlife cyclesof given(super-)classes.These
inheritancerules canbe usedto structurea designprocessand they stimulatethe reuseof life-cycle
specifications.It turnsout that thecombinationof blockingandhiding methodcallscapturesa number
of importantoperatorsfor constructinglife cyclesof subclassesfrom life cyclesof superclasses,namely
choice,sequentialcomposition,parallel composition,and iteration. A small casestudyvalidatesour
approachto inheritanceof behavior.

Key words: objectorientation– inheritance– process– object life cycle – processalgebra– Petri nets–
free-choicePetrinets– reuse
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1 Intr oduction

To date,apopularapproachto themodulardesignof complex systemsis theobject-orientedapproach.The
modularityconstructin any object-orienteddesignmethodis the classconstruct.A classdescribesa set
of objectswith a commonstructureandbehavior. An object is an instanceof a class. Classesmay, for
example,describepersons,cars,or productionunits. Objectsof suchclassesaretypically personX, car
Y, or productionunit Z. Eachclassand,hence,eachobjecthasa setof attributes. Attributesdescribe
propertiesof objects.Thevalueof theseattributesdeterminesthestateof anobject.In addition,eachclass
hasasetof methods. A methodis anoperationonanobject.Methodsmay, for example,beusedto readthe
valueof anattribute,or to changethestateof anobject.Finally, aclasscontainsadefinitionof thedynamic
behavior of objects.Thatis, it specifiestheorderin which themethodsof anobjectmaybeexecuted.Such
aspecificationis calledthe life cycleof anobject.

TheUnified ModelingLanguage(UML) [69, 21, 58] hasbeenacceptedthroughoutthesoftwareindus-
try as the standardobject-orientedframework for specifying,constructing,visualizing,anddocumenting
software-intensive systems.Thedevelopmentof UML beganin late1994whenBoochandRumbaughof
RationalSoftwareCorporationbegantheir work on unifying theOOD [20] andOMT [68] methods.In the
fall of 1995,Jacobsonandhis Objectorycompany joined Rational,incorporatingthe OOSEmethod[40]
in theunificationeffort. Thegiven referencesto UML andtheothermethodsarea goodstartingpoint for
thereaderinterestedin anintroductionto object-orienteddesignincludinga detailedexplanationof all the
abovementionedconcepts.

Oneof themaingoalsof object-orienteddesignis the reuseof systemcomponents.A key conceptto
achieve this goalis theconceptof inheritance. Theinheritancemechanismallows thedesignerto specifya
class,thesubclass, that inheritsfeaturesof someotherclass,its superclass. Thus,it is possibleto specify
thatthesubclasshasthesamefeaturesasthesuperclass,but thatin additionit mayhavesomeotherfeatures.

Theconceptof inheritanceis usuallywell definedfor thestaticstructureof aclassconsistingof thesetof
methodsandtheattributes.However, asmentioned,aclasscontainsalsoadefinitionof thedynamicbehavior
of an object,the object life cycle. The currentversionof UML, Version1.3 [58], supportsnine typesof
diagrams:classdiagrams,objectdiagrams,usecasediagrams,sequencediagrams,collaborationdiagrams,
statechartdiagrams,activity diagrams,componentdiagrams,anddeploymentdiagrams.Fourof thesetypes
of diagrams,namelysequencediagrams,collaborationdiagrams,statechartdiagrams,andactivity diagrams
capture(apartof) thebehavior of themodeledsystem.Sequencediagramsandcollaborationdiagramsonly
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modelexamplesof interactionsbetweenobjects. Activity diagramsemphasizethe flow of control from
activity to activity, whereasstatechartdiagramsemphasizethe potentialstatesandthe transitionsamong
thosestates.Both statechartdiagramsandactivity diagramscanbeusedto specifythedynamicsof various
aspectsof a systemrangingfrom thelife cycle of a singleobjectto complex interactionsbetweensocieties
of objects. Activity diagramstypically addressthe dynamicsof the whole systemincluding interactions
betweenobjects.Statechartdiagramsaretypically usedto modelanobject’s life cycle. Therefore,we focus
on statechartdiagrams.Statechartdiagramsarebasedona techniqueinventedby Harel[38].

Looking at the informal definitionof inheritancein UML, it statesthe following: “The mechanismby
which morespecificelementsincorporatestructureandbehavior definedby moregeneralelements.” [69,
Page299]. However, only theclassdiagrams,describingpurelystructuralaspectsof a class,areequipped
with a concretenotionof inheritance.It is implicitly assumedthatthebehavior of theobjectsof a subclass
is anextensionof thebehavior of theobjectsof its superclass.

Considertwo classesUnit1 andUnit2 modelingproductionunits. Both classeshave thesamemethods,
namelypmat1 andpmat2, modelingtwo processingoperationson inputmaterial.Objectsof classUnit1 first
executepmat1 andthenpmat2. Objectsof classUnit2 performeitherpmat1 or pmat2 but not both. Should
oneof theclassesUnit1 or Unit2 beasubclassof theotherone?Althoughthetwo classeshave thesameset
of methods,theirbehavior is clearlydifferent.Hence,theanswerto theabove questionshouldbenegative.

Therefore,in this paper, we studyseveral formalizationsof what it meansfor an object life cycle to
extendthebehavior prescribedby anotherobjectlife cycle. Combiningtheusualdefinitionof inheritance
of methodsandattributeswith a definition of inheritanceof behavior yields a completeformal definition
of inheritance,thus,stimulatingthe reuseof life-cycle specificationsduring thedesignprocess.However,
it is beyond the scopeof this paperto develop a completeobject-orientedmethodincluding a notion of
inheritanceof life cycles. Instead,this paperfocuseson the fundamentalsof inheritanceof behavior. The
integrationof theresultsin a full fledgedobject-orienteddesignmethodis left for futurework.

Let usconsiderthequestionof whenoneobjectlife cycleextendsanotherobjectlife cycle in somemore
detail. In otherwords,thequestionis asfollows: Whenis oneobjectlife cyclea subclassof anotherlife
cycle?Thereseemto bemany possibleanswersto this question.It is importantto notethatwe have to ask
thisquestionfrom theviewpointof theenvironmentof anobjectconsistingof otherobjectsandpossiblythe
objectitself. Usually, amethodoperatingonsomeobjectinteractswith theenvironmentof theobject.Such
a methodis calledanexternalmethod.Theorderin which externalmethodsmaybeexecuteddetermines
theexternalbehaviorof anobject. Theexternalbehavior of anobjectdetermineshow theenvironmentof
theobjectobservestheobject.Sometimes,a methodcanonly beexecutedby theobjectitself andhasonly
internaleffects. Sucha methoddoesnot contribute to theexternalbehavior of anobject. Thebasisof this
paperis formedby two possibleanswersto theabove question.Eachof theseanswersyieldsa fundamental
form of inheritanceof behavior.

Assumethat p andq aretwo objectlife cycles.Thefirst answeris asfollows.

If it is notpossibleto distinguishtheexternalbehavior of p andq whenonly methodsof p that
arealsopresentin q areexecuted,thenp is asubclassof q.

Intuitively, thisbasicform of inheritanceconformsto blocking callsto methodsnew in p. In theremainder,
life cycle p is saidto inherit theprotocolof q; theresultingfundamentalform of inheritanceis referredto
asprotocolinheritance.

Thesecondanswerto theabove questionis asfollows.

If it is not possibleto distinguishtheexternalbehavior of p andq whenarbitrarymethodsof
p areexecuted,but whenonly theeffectsof methodsthatarealsopresentin q areconsidered,
then p is a subclassof q.
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This secondbasicform of inheritanceof behavior conformsto hiding theeffect of methodsnew in p. Life
cycle p inheritstheprojectionof thelife cycleof p ontothemethodsof q; theresultingform of inheritance
is calledprojectioninheritance.

As mentioned,UML usesstatechartdiagramsto specifyobjectlife cycles.Althoughthegraphicalnature
andtheexplicit representationof statesareessentialto thesuccessandusefulnessof UML, particularlythe
latter impedesa clearunderstandingof inheritanceof behavior. For studyinginheritanceof life cycles,the
most importantaspectsof a life cycle arethe statechangesandnot the statesthemselves. Therefore,the
first part of this paperstudiesthe problemof inheritanceof behavior in a process-algebraic setting. In
general,a process-algebraictheorydoesnot have an explicit representationof processstates.In addition,
it hasbeenmentionedthatblocking andhiding methodcallsplay a fundamentalrole in inheritanceof life
cycles. In process-algebraicterms,the former correspondsto encapsulationandthe latter to abstraction.
Encapsulationandabstractionarewell understoodin the context of processalgebra.Note that the terms
“abstraction”and“encapsulation”in processalgebrahaveadifferentmeaningthanthesametermsin object-
orienteddesign.In this paper, they alwaysrefer to theprocess-algebraicconcepts.Thesecondpartof this
papertranslatesthe resultsdevelopedin the algebraicframework to Petri nets. Petri netshave a solid
theoreticalbasisand,dueto their explicit representationof processstatesandtheir graphicalnature,they
arecloseto thestatechartdiagrams(aswell astheactivity diagrams)usedin UML. The translationof the
fundamentalsdevelopedin Section4 to Petri netsis illustrative for translationsto othergraphical,state-
basedformalismssuchasstatecharts.To validatethe approachto inheritanceof behavior chosenin this
paper, thefinal partof thispaperdiscussesacasestudy. It describestheuseof inheritancein thedesignof a
groupwareeditor.

Theremainderof thispaperis organizedasfollows. Section2 introducesthebasicsemanticframework
usedthroughoutthis paper. The framework of labeledtransitionsystemsis usedto formalizethe notions
of a processandequivalenceof processes.The processframework is usedin the remainderof the paper
to preciselydefinethe behavior of process-algebraictermsandPetri-netmodels. Sections3 and 5 pro-
vide introductionsto processalgebraandPetri nets,respectively. Thesesectionscontain(almost)no new
material. They areincludedto provide a soundbasisfor the othersectionsof this paperandto make the
paperself-contained.Readersalreadyfamiliar with processalgebraand/orPetrinetsareadvisedto browse
throughthesesectionsin order to get familiar with the exact frameworks and the notationthat is being
used. In Section4, the conceptof inheritanceof behavior is developedin a process-algebraicsetting. In
Sections6 and7, theresultsof thealgebraicframework aretranslatedto Petrinets.Section6 containsthe
basicdefinitionsandresults,whereasSection7 focuseson a setof transformationrulesthatcanbeusedto
constructsubclassesfrom given objectlife cycles. In Section8, a small casestudyis described.It shows
how thetransformationrulesof Section7 canbeusedto structureanobject-orienteddesignprocess.Finally,
Section9 discussessomeconclusions,relatedwork, andopenproblems.

2 ProcessTheory

2.1 Processes

A verynaturalandelementarywayto formalizeabehavioral descriptionis by meansof a labeledtransition
system. A labeledtransitionsystemis a setof statesplusa transitionrelationon states.Eachtransitionis
labeledwith anaction. In thecontext of this paper, anactiontypically correspondsto a methodinvocation.
For our purposes,the detailsof methodsarenot important. Therefore,actionsareassumedto be atomic
entitieswithout internalstructure. The setof statesin a labeledtransitionsystemis an abstractionof all
possiblestatesof anobject.Thetransitionrelationdescribesthechangein thestateof anobjectwhensome
method,thelabelof thetransition,is executed.
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The basicnotion in the framework of labeledtransitionsystemsusedin this paperis the so-called
processspace. A processspacedescribesa setof processes. A processspaceis a labeledtransitionsystem
as describedabove extendedwith a terminationpredicateon states. Eachstatein a processspacecan
be interpretedas the initial stateof a process.A processis a labeledtransitionsystemextendedwith a
terminationpredicateanda distinguishedinitial state. The terminationpredicateof a processdefinesin
what statesthe processcan terminatesuccessfully. If a processis in a statewhereit cannotperformany
actionsor terminatesuccessfully, thenit is saidto bein a deadlock. Thepossibility to distinguishbetween
successfulterminationanddeadlockis useful in the remainder. Processspacesform the basicsemantic
framework in this paper. A predicateon theelementsof somesetis representedasa subsetof this set: It
holdsfor elementsin thesubsetandit doesnothold for elementsoutsidethesubset.

Definition 2.1.(Processspace)A processspaceis a quadruple
���������	��
��	
��

, where
�

is a setof states,�
is a setof actions,

��
 �����������
is a ternarytransitionrelation,and


 ���
is a termination

predicate.

Let
���������	��
��	
��

besomeprocessspace.Eachstatep in
�

uniquelydeterminesa processthatconsists
of all statesreachablefrom p.

Definition 2.2.(Reachability) Thereachability relation ���� �������
is definedasthesmallestrelation

satisfying,for any p
�
p� � p� �! � and "# � ,

p ���� p and�
p ���� p�%$ p��&��
 p� � � � p ���� p� ��'

Statep� is saidto bereachablefrom statep if andonly if p ���� p� . Thesetof all statesreachablefrom p is
denotedp( .
Definition 2.3. (Process)Let p bea statein

�
. Theprocessdefinedby p is the5-tuple

�
p
�
p( �����)��
+*�

p( �#�,� p( �-�	
.* p( � . Statep is the initial stateof theprocess.

In the remainder, processesareidentifiedwith their initial states.Sometimes,it is intuitive to think about
elementsof

�
asstates,whereassometimesit is morenaturalto seethemasprocesses.

/
a0 /

b0 /
c0 /

d 0

rcmd

pmat

omat1

rcmd

pmat

omat

rcmd

pmat

omat

omat

sprdy

rcmd rcmd

pmat

omat

sprdy

1
1

Figure2.4: Somesimpleexamplesof processes.

Example 2.5.Figure2.4shows someexamplesof processesmodelingvariantsof a very simpleproduction
unit. Processstatesaredepictedasdots. The initial stateof a processis marked with a small incoming
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arrow. The productionunit in Figure 2.4
�
a
�

is a simple sequentialprocessthat startswith receiving a
commandby performingactionrcmd. After it hasreceived a command,it processessomeinput material�
pmat

�
, outputstheprocessedmaterial

�
omat

�
, andthenterminates.Theunit in Figure2.4

�
b
�

is thesame
process,exceptthat,uponreceiving a command,it maydeadlock.A reasoncouldbethat thecommandis
not understood.Theprocessin Figure2.4

�
c
�

is a variantthat iteratesthebehavior of theproductionunit in�
a
�
. It doesnot have anoption to terminate.Theproductionunit of Figure2.4

�
d
�

is againa non-iterative
process.The interestingaspectof this processis that it exhibits concurrency (assuminga total-orderview
on concurrency). In parallelto its outputaction,it sendsa ready-processingsignal

�
sprdy

�
to, for example,

anoperator. This canbeusefulfor anoperatorwhomustpick up theprocessedmaterialif processingtakes
a large, but variableamountof time. In the context of processspaces,concurrency typically meansthat
actionsmaybeexecutedin any order.

As mentioned,processspacesare usedto provide the process-algebraicand Petri-netformalismsin the
remainderwith a formal operationalsemantics.However, it might occurthat thebehavior of two different
processesis very similar, even to suchan extent that the processesmay be consideredequivalent. The
next subsectionformalizestwo so-calledsemanticequivalencerelations. A semanticequivalenceprecisely
defineswhentwo processesareequivalent.

2.2 Equivalenceof processes

As explainedin theintroductionto this paper, it is importantto beableto distinguishbetweenexternaland
internalbehavior of processes.Internalbehavior is oftenalsoreferredto assilentbehavior. It is straightfor-
wardto extendtheframework of theprevioussubsectionin sucha way thatprocessesmayexhibit internal
behavior. It sufficesto introduceso-calledsilentactions. Silentactionsareactionsthatcannotbeobserved.
Usually, silentactionsaredenotedwith theactionlabel 2 . A singlesymbolis sufficient, sinceall internal
actionsareequalin thesensethatthey donothave any visibleeffects.

In caseoneis interestedin externalbehavior only, processeswith thesameexternalbehavior but with
different internalbehavior shouldbe equal. Branching bisimilarity is a well-known semanticequivalence
that satisfiesthis requirement.Branchingbisimilarity wasfirst introducedin [35]. Thedefinitiongiven in
thissubsectionis slightly differentfrom theoriginaldefinition. In fact,it is thedefinitionof semi-branching
bisimilarity, which wasfirst definedin [74, Chapter1]. It canbeshown that thetwo notionsareequivalent
in thesensethat they definethesameequivalencerelationon processes[36, 12]. Thereasonfor usingthe
alternative definition is that it is moreconciseandmoreintuitive thantheoriginal definition. It alsoyields
shorterproofs.A comparisonof thetwo definitionscanbefoundin [12].

Branchingbisimilarity is a slightly finer equivalencethanthewell-known observationequivalence[53,
54]. That is, it distinguishesmore processesthan observation equivalence(see[34]). A comparisonof
branchingbisimilarity, observation equivalence,anda few otherequivalenceson processeswith silentbe-
havior canbefoundin [36].

Let
���������3��
 �	
��

bea processspaceasdefinedin Definition 2.1. Thesetof actions
�

is definedas
A 46572�8 , whereA is somesetof externallyobservableactions.To definebranchingbisimilarity, two auxiliary
definitionsareneeded:i) a relationexpressingthata processcanevolve into anotherprocessby executing
a sequenceof zeroor more 2 actions;ii ) a predicateexpressingthata processcanterminateby performing
zeroor more 2 actions.

Definition 2.6.Relation ��� �9���:�
isdefinedasthesmallestrelationsatisfying,for any p

�
p� � p� �! � ,

p ��� p and�
p ��� p�%$ p��;��
 p� � � � p �)� p� ��'
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Definition 2.7.Predicate< ���
is definedasthesmallestsetof processessatisfying,for any p

�
p�  � ,


p � < p and� < p $ p�=;��
 p
� � < p�>'

Notethatit is alsopossibleto definethepredicate< in termsof ��� .

Let, for any processesp
�
p�? � and action "@ � , p A &CB��
 p� be an abbreviation of the predicate� "9D�2 $ p D p� �FE p &��
 p� . Thus, p A ;GB��
 p� meansthat zero 2 actionsareperformed,whenthe first

disjunctof thepredicateis satisfied,or thatone 2 actionis performed,whentheseconddisjunctis satisfied.

For any externalactiona  A, thefirst disjunctof thepredicatecannever besatisfied.Hence,p A aB��
 p� is
simplyequalto p

a��

p� , meaningthatasinglea actionis performed.

Definition 2.8. ((Rooted) branching bisimilarity) A binary relation H �I���J�
is calleda branching

bisimulationif andonly if, for any p
�
p� � q � q �� � and "K � ,

i
�

pH q $ p &��
 p� ��ML
q � � q � � : q � � q � �N � : q ��� q � � A &CB�O
 q � $ pH q � � $ p�PH q � ���

ii
�

pH q $ q &��
 q � ��ML
p� � p� � : p� � p� �Q � : p ��� p� �RA &CB��
 p� $ p� �PH q $ p�SH q � �-� and

iii
�

pH q � �7

p � < q $ 
 q � < p

�
.

Two processesarecalledbranching bisimilar, denotedp T b q, if andonly if thereexistsabranchingbisim-
ulation H suchthat pH q.

A branchingbisimulationH is calleda rootedbranchingbisimulationbetweenp andq in
�

if andonly
if pH q and,for any p� � q �  � and "K � ,

iv
�

p &��
 p� � �ML
q � : q �  � : q &��
 q �%$ p� H q � �-�

v
�

q &��
 q � � �UL
p� : p�  � : p &��
 p�V$ p� H q � ��� and

vi
�#


p W 

q.

Two processesp andq arecalledrootedbranching bisimilar, denotedp T rb q, if andonly if thereexistsa
rootedbranchingbisimulationbetweenp andq.

X

Y
Y

Z p

p[

p

p[

q q

q [
q [\[q [\[^] q [

Figure2.9: Theessenceof abranchingbisimulation.

Figure2.9 shows theessenceof a branchingbisimulation. A processmustbe ableto simulateany action
of an equivalentprocessafter performingany numberof silent actions,exceptfor a silent actionwhich it
may or may not simulate. The third propertyin Definition 2.8 guaranteesthat relatedprocessesalways
have the sameterminationoptions. The root condition, introducedin the last threerequirementsof the
definition, statesthat the initial actionsof two rootedbranchingbisimilar processesmust be the same.
Theroot conditionis needed,becausebranchingbisimilarity is not a congruencefor theprocess-algebraic
choiceoperatorwhich is introducedin Section3. Rootedbranchingbisimilarity, on the other hand, is
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a congruencefor all the process-algebraicoperatorsusedin this paper. As explainedin Section3, any
semanticequivalenceusedin a process-algebraiccontext must have the congruencepropertyfor all the
algebraicoperators.Below, it is shown that branchingbisimilarity androotedbranchingbisimilarity are
equivalencerelations. However, beforegiving theseresults,a few examplesaregiven to illustrateboth
equivalences.

Z a1
a1

Figure2.10:Two branchingbisimilar processesthatarenot rootedbranchingbisimilar.

Example2.11.Figure2.10showstwo processesthatarebranchingbisimilarbut notrootedbranchingbisim-
ilar. Theproblemis causedby theinitial silentactionof theleft process,which cannotbesimulatedby the
right one. This exampleshows theessentialdifferencebetweenbranchingbisimilarity androotedbranch-
ing bisimilarity. Branchingbisimilarity allows to remove initial silent actions,whereasrootedbranching
bisimilarity doesnot.

rcmd

Z

omat1

/
a0 /

b0 /
c0

1omat

rcmd rcmd

Z Z
omatomat1 1

Figure2.12:Someexamplesof branchingbisimilar processes.

Example 2.13.Figure2.12shows threeexamplesof branchingbisimilar processes.The processesin
�
a
�

and
�
c
�

could,for example,betheresultof abstraction.Considerasimpleproductionunit with asinglepro-
cessingstep;process

�
a
�

representsthis productionunit afterabstractingaway theprocessingstep.Process�
c
�

modelsaslightly morecomplex productionunit whichhasachoiceof two processingactions;bothpro-
cessingactionsarehidden.Thereasonfor theabstractionscouldbethatoneis interestedin theinput/output
behavior of theproductionunits. In bothcases,the input/outputbehavior shouldbe the receiptof a com-
mandfollowed by the outputof processedmaterial. Figure2.12 shows that this is indeedthe case. It is
notdifficult to verify thatthetwo relationsdepictedby thedashedlinesareindeedbranchingbisimulations.
Note that they alsosatisfythe root condition. Hence,the threeprocessesarenot only branchingbisimilar,
but alsorootedbranchingbisimilar.
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Theorem2.14.Branchingbisimilarity, T b, androotedbranchingbisimilarity, T rb, areequivalencerelations.

Proof. It mustbeshown thatbranchingbisimilarity androotedbranchingbisimilarity arereflexive,symmet-
ric, andtransitive. Reflexivity follows from thefactthat theidentity relationon

�_�`�
is botha branching

bisimulationanda rootedbranchingbisimulationrelatinganarbitraryprocessto itself. Symmetryfollows
easilyfrom thesymmetryin Definition 2.8 ((Rooted)branchingbisimilarity). Finally, transitivity follows
fromthefactthattherelationcompositionof two (rooted)branchingbisimulationsisagaina(rooted)branch-
ing bisimulation.Thedetailsof theproof of this factaretediousbut straightforward; they canbefound in
[13, Section2.2.3]. In [12], it is shown in detail thatbranchingbisimilarity is anequivalencerelationin a
context without distinctionbetweensuccessfulterminationanddeadlock. a
3 ProcessAlgebra

The goal of this sectionis to introducea simple process-algebraictheory in the style of the Algebra of
CommunicatingProcesses(ACP). ThetheoryACPoriginatesfrom [17]. Goodintroductionsto ACP-style
processalgebracanbefoundin [10, 11, 33]. Otherwell-known process-algebraictheoriesareCCS[53, 54]
andCSP[39]. For adetailedcomparisonof ACP, CCS,andCSP, thereaderis referredto [11, Chapter8].

3.1 Equational theory

Any ACP-styleprocess-algebraictheoryis essentiallyanequationaltheory. An equationaltheoryconsists
of a signature anda setof axioms. Thesignaturedefinesthesortsof thetheory, a setof variablesfor each
sort, andthe functionsof the theory. Functionsandvariablescanbe usedto constructterms. Termsnot
containingany variablesarecalledclosedterms.Theaxiomsof thetheorydeterminewhichtermsareequal.
A process-algebraictheoryusuallyhasonly a singlesort; termsof this sort representprocesses.A 0-ary
functionis oftencalledaconstant; otherfunctionsareoftencalledoperators.

Thesignatureandaxiomsof theequationaltheory
�
PA ;bVc RN

�-�
A
�
, which is anabbreviation for Process

Algebrawith inaction,silentactions,andrenaming,aregivenin Table3.1. Thetheoryis parameterizedby
asetof constantsA, which is asetof actions.It is assumedthatA is definedasA 4�572�8 , whereA is someset
of externalactions.Thefirst partof Table3.1 lists thesortsin thesignatureof

�
PA ;b c RN

�-�
A
�
; thesecond

partdefinestheconstantsandtheoperatorsin thesignature.Thethird entryof Table3.1givesthevariables
andlists the axiomsof the equationaltheory. Note that new variablesmay be introducedany time when
necessary. An informal explanationof theoperatorsandtheaxiomsis givenbelow.

As mentioned,A is a setof actions. Termsof sort P representprocesses.Eachaction is a process,
namelytheprocessthatcanonly executetheactionandthenterminatessuccessfully.

The two basicoperatorsof
�
PA ;b c RN

�-�
A
�

are c and d , denotingalternative compositionor choice
andsequentialcomposition,respectively. Thesetwo operatorsareelementaryin describingthebehavior of
sequentialprocesses.Sequentialcompositionbindsstrongerthanchoice.Choiceandsequentialcomposition
areaxiomatizedby Axioms A1 throughA5. Most of theseaxiomsareself-explanatory. Only Axiom A4
might needsomeexplanation. It statesthe right distributivity of sequentialcompositionover choice. The
converse,left distributivity, is not anaxiomof thetheory. As a result,processeswith differentmomentsof
choicearedistinguished.

Theconstante standsfor inaction, oftenalsocalleddeadlock. However, theformernameis bestsuited,
asfollows from Axiom A6. It saysthata processwhich canchoosebetweensomebehavior x anddoing
nothingis equivalentto theprocessthathasno choiceandcanonly do x. Hence,in thecontext of achoice,e is nota truedeadlock.Axiom A7 shows that e is adeadlockin thecontext of asequentialcomposition.

Axioms M1 through M4 axiomatizethe behavior of concurrentprocesses.Constanta rangesover
A 4.57eV8 . Thus,an axiomsuchas M2 containingtheconstanta is actuallyan axiom scheme. That is, the
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�
PA ;b c RN

���
A
�

P f
A
�

P
� e : P

� c � d � g � h h
: P

�
P



P
� i

H
� 2 I : P



P f

x
�
y
�
z : P f
x c y D y c x A1 x

g
y D x

h h
y c y

h h
x M1�

x c y
� c z D x c � y c z

�
A2 a

h h
x D a d x M2

x c x D x A3 a d x h h y D a d � x g y
�

M3�
x c y

� d z D x d z c y d z A4
�
x c y

�jh h
z D x

h h
z c y

h h
z M4�

x d y� d z D x d � y d z� A5
x c e:D x A6 x dk2lD x B1ejd x Dme A7 x d � 2ld � y c z

� c y
� D x d � y c z

�
B2

a n  H � i
H
�
a
� D a D1 a n  I � 2 I

�
a
� D a TI1

a  H � i
H
�
a
� Dme D2 a  I � 2 I

�
a
� Dm2 TI2i

H
�
x c y

� D i H
�
x
� c i H

�
y
�

D3 2 I
�
x c y

� Dm2 I
�
x
� c 2 I

�
y
�

TI3i
H
�
x d y� D i H

�
x
� d i H

�
y
�

D4 2 I
�
x d y� D_2 I

�
x
� dk2 I

�
y
�

TI4

Table3.1: Theequationaltheory
�
PA ;b c RN

�-�
A
�
.

equationaltheory
�
PA ;b c RN

�-�
A
�

containsoneaxiomfor eachpossibleconstanta  A 4o57ep8 . Theparallel-
compositionoperator

g
, often calledthemerge operator, denotestheparallelexecutionof its operands.It

is axiomatizedusingan auxiliary operator, namely
h h
, calledthe left merge. The left merge hasthe same

meaningasthemergeexceptthattheleft processmustperformthefirst action.
Axioms B1 and B2 are the basisfor an axiomatizationof rootedbranchingbisimilarity (see[36]).

Together, B1 and B2 statethat it is allowed to remove a silent actionprovided that it doesnot enforcea
choice.

Finally, the equationaltheorycontainsa so-calledencapsulationoperator
i

H for eachH
�

A andan
abstractionoperator2 I for eachI

�
A. (Note that H and I canonly containobservable actions.) The

axiomschemesfor theencapsulationandabstractionoperatorsarevery similar. Again, constanta ranges
over A 4q57ep8 . Theencapsulationandabstractionoperatorsbelongto thegeneralclassof algebraicrenaming
operators.Theencapsulationoperator

i
H simply renamesoccurrencesof actionsin H in a processtermto

theinactionconstante ; theabstractionoperator2 I renamesactionsin I to thesilentaction 2 .
An equationaltheorysuchas

�
PA ;b�c RN

�-�
A
�

of Table3.1 providesthe basisfor reasoningaboutpro-
cesses.Thesetof axiomsof anequationaltheorydefinesanequivalencerelationon processterms,called
derivability. For any processtermsx and y in somegiven equationaltheory X, X r x D y denotesthat
x D y canbe derived from the axiomsof X. Derivability in an equationaltheory is definedas follows.
First, the axiomsthemselvescanbe derived from the axiomsof the theory. Second,sincederivability is
an equivalencerelation, it is reflexive, symmetric,andtransitive. Third, if an equationis derivable from
theaxioms,thenalsoany equationobtainedby substitutingtermsfor variablesin thisequationis derivable.
Finally, any equationobtainedby replacinga term in anarbitrarycontext by anotherderivably equivalent
termis alsoderivablefrom thetheory. Theaxiomsof anequationaltheorymustbechosenin suchawaythat
derivability definesa meaningfulequivalencerelationon processes.In thenext subsection,it is explained
thatin thecaseof thetheory

�
PA ;b c RN

�-�
A
�

derivability correspondsto rootedbranchingbisimilarity.

Example 3.2.Assumethat thesetof actionsA containstheactionsrcmd
�
pmat1

�
pmat2, andomat. It can

beshown that
�
PA ;b c RN

�-�
A
� r rcmd d �7� pmat1 c pmat2

� d omat
� D rcmd d � pmat1 d omat c pmat2 d omat

�
.
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The first stepis to substitutepmat1, pmat2, andomat for the variablesx, y, and z in Axiom A4, which
shows that

�
PA ;b c RN

�-�
A
� r t1 D t2, wheret1 is the term

�
pmat1 c pmat2

� d omatandt2 denotesthe term
pmat1 d omatc pmat2 d omat. Thesecondandfinal stepconsistsof anapplicationof thecontext ruleexplained
above: Replacingterm t1 in rcmd d t1 with theequivalenttermt2 yieldsthedesiredresult.

Theintuitivemeaningof theoperators,theaxioms,andtheinducedequivalencerelationgivenabovecanbe
formalizedby giving a semanticsin termsof the framework introducedin theprevious section.However,
beforegoing into moredetailsaboutthe semanticsfor

�
PA ;b c RN

�-�
A
�
, a few moreaspectsof the theory�

PA ;b c RN
�-�

A
�

itself areexplained.
Although the theory

�
PA ;b c RN

�-�
A
�

is not very complex, it alreadycontainsoperatorsandaxiomsfor
reasoningaboutsequentialaswell asparallelprocesses.In addition,it containsconstantsandaxiomsfor
reasoningaboutdeadlocksandsilentactions.It is possibleto defineequationaltheoriesfor studyingany of
theseaspectsin isolationor in arbitrarycombinations.For example,theequationaltheoryBPA

�
A
�
, where

BPA is an abbreviation for Basic ProcessAlgebra,consistsof the actionconstantsin A, the choiceand
sequential-composition operators,and Axioms A1 through A5. It is a very simple theory for reasoning
aboutsequentialprocesses.Adding the inactionconstante to the signatureof BPA

�
A
�

andextendingthe
setof axiomswith Axioms A6 and A7 yields theequationaltheoryBPA b � A � . A theorythat is suitablefor
reasoningaboutsequentialandparallelprocesseswith internalbehavior is the theoryPA ; � A � , for Process
Algebrawith silent actions.The signatureof this theoryconsistsof theactionconstants,thesilent-action
constant2 , and the choice,sequential-composition, merge, and left-merge operators;the set of axioms
consistsof Axioms A1 throughA5, M1 throughM4, andB1 andB2. ThetheoriesBPA

�
A
�
, BPA b � A � , and

PA ; � A � play a role in the remainderof this paper. Othercombinationsof theabovementionedaspectsare,
of course,alsopossible.

The main purposeof a theory as
�
PA ;b c RN

�-�
A
�

is to reasonaboutprocessesin an equationalway.
The goal is to prove a desiredequalityon processesby applyingsimpleterm-rewriting techniques.As a
consequence,a very usefulpropertyof an equationaltheoryis whenits (closed)termscanbe reducedto
(unique)normalforms. If suchnormalformsexist, anequationalproof becomesvery simple.Theequality
of two processtermscanbeshown by reducingthemto their normalforms. If thenormalformsareequal,
then,obviously, alsothetwo processesareequal.By consideringall axiomsin Table3.1exceptfor Axiom
A1 asrewrite rulesfrom left to right, it canbeshown thatclosed

�
PA ;b	c RN

�-�
A
�

termshave normalforms.
For thepurposeof this paper, it is sufficient to know that thenormalformsof closed

�
PA ;b c RN

�-�
A
�

terms
arecontainedin a very specificclassof terms,calledbasic terms. In generalACP-style processalgebra,
theclassof basictermsdependson whetheror not the inactionconstante is containedin thesignatureof
theequationaltheory. Thesetof basictermscorrespondingto a theorywithout theinactionconstantcanbe
definedasa subsetof thesetof closedBPA terms,whereasthebasictermsfor a theorywith the inaction
constantform asubsetof closedBPA b terms.

Definition 3.3. (Basic terms) The setof basicBPA
�
A
�

terms,denoteds � BPA
�
A
�7�

, is inductively defined
asfollows. Thesetof actionsA is containedin s � BPA

�
A
�7�

. Furthermore,for any a  A andbasicterms
s
�
t  ts � BPA

�
A
�7�

, alsoa d t ands c t areelementsof s � BPA
�
A
�7�

.
Thesetof basicBPA b � A � terms,denoteds � BPA b � A �7� , isdefinedin asimilarway: A 4u5vep8 � s � BPA b � A �v�

and,for any a  A ands
�
t  qs � BPA b � A �7� , a d t  �s � BPA b � A �7� ands c t  �s � BPA b � A �7� .

Note thatnot all basictermsarenormalforms whenusingtheaxiomsin Table3.1, with theexceptionof
Axiom A1, asrewrite rulesfrom left to right. For example,basic(BPA

�
A
�

or BPA b � A � ) terma c a, where
a is someactionin A, canbereducedby meansof Axiom A3 andis, therefore,notanormalform.

The following propertyformalizestheclaimsmadeabove concerningnormalformsof equationalthe-
oriesfor the theories

�
PA ;b c RN

�-�
A
�

andPA ; � A � . For any equationaltheoryX, thesetof all closedterms
over thesignatureof X is denotedw � X �
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Property 3.4.(Elimination)

i
�

For any closedterm p  qw � PA ; � A �7� , thereis abasictermt  ts � BPA
�
A
�7�

, suchthatPA ; � A � r p D t .

ii
�

For any closedterm p  xw �7� PA ;b c RN
�-�

A
�v�

, thereis a basicterm t  os � BPA b � A �7� , suchthat
�
PA ;b c

RN
���

A
� r p D t .

Proof. Usingthestandardtechniquesof [10], theproof is straightforward. a
Theabove resultsarecalledeliminationproperties,becausethey show that thegeneralsequentialcompo-
sition d asdefinedin Table3.1 aswell asall other operatorsdifferent from the choiceoperatorcanbe
eliminatedfrom any closedterm, yielding a term containingonly constants,choices,andso-calledprefix
compositions. A prefix compositionis a sequentialcompositionwhoseleft operandis a singleaction(see
Definition 3.3(Basicterms)).

Example3.5.ConsideragainExample3.2.Thesimplederivationin thisexampleshows thatclosed
�
PA ;b c

RN
�-�

A
�

termrcmdd �7� pmat1 c pmat2
� d omat

�
, whichis notabasicterm,canberewrittento thebasicBPA b � A �

termrcmd d � pmat1 d omat c pmat2 d omat
�
.

Eliminationpropertiesareusefulfor the following reason.Assumewe would like to prove a propertyfor
all closedtermsof somegivenequationaltheory. If closedtermscanbereducedto basicterms,it suffices
to prove this propertyonly for basicterms. Propertiesfor basictermscanoften be proven by meansof
structural induction. An exampleof apropertywith aproof thatgoesalongtheselinesis Lemma4.8given
in thenext section.

Twoequationaltheoriesplayacentralrolein thenext section,namely
�
PA ;bMc RN

�-�
A
�

andPA ; � A � . Recall
thatboththesignatureandtheaxiomsof PA ; � A � consistof asubsetof thesignatureandtheaxiomsof theory�
PA ;b c RN

�-�
A
�
. This leadsto theinterestingquestionwhetherit is possibleto deriveany equalitiesbetween

PA ; � A � termsfrom theaxiomsof
�
PA ;b c RN

�-�
A
�

thatarenot alsoderivablefrom thetheoryPA ; � A � . The
next resultshows thatthis is not thecase.It statesthat

�
PA ;b c RN

�-�
A
�

is a so-calledconservativeextension
of PA ; � A � .
Property 3.6.(Conservative extension)For any closedtermsp

�
q  lw � PA ; � A �7� ,�

PA ;b c RN
�-�

A
� r p D q W PA ; � A � r p D q.

Proof. Using the techniquesof [10], the proof is straightforward. Note that thesetechniquesdependon
theoperationalsemanticsof theequationaltheories.For thepurposeof this proof, thesemanticsgiven in
thenext subsectioncanbeused.Thereasonfor presentingtheconservativity resultbeforethesemanticsis
defined,is thattheresultitself is independentof thesemantics.Furthermore,therearealsoproof techniques
thatdo notuseany specificsemantics(see[11]). a
As afinal remark,notethattheequationalframework introducedin thissubsectiondoesnot includefeatures
to specifyandanalyze,for example,recursive processesor communicatingprocesses.Recursionandcom-
municationareoftenpresentin algebraictheories,but they do not play a role in this paper. The interested
readeris referredto, for example,[10, 11, 33].

3.2 Operational semantics

As before,assumethat A is a setof actionconstants.The semanticsof termsin an equationaltheory is
formalizedby definingaso-calledmodelof thetheoryalsocalledanalgebra for thetheory. Sincetheterms
in a single-sortedequationaltheorysuchas

�
PA ;b c RN

�-�
A
�

aresupposedto be interpretedasprocesses,a
modelof anACP-styleequationaltheoryis alsocalledaprocessalgebra.

In general,a model of a single-sortedequationaltheory X consistsof a domainof elementsplus a
numberof functionson thatdomain,calledthesignature of themodel. A model y with domain z must
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satisfythefollowing properties.First, theremustexist aninterpretationof thefunctionsin thesignatureof
X in termsof thefunctionsin thesignatureof themodel y thatpreservesthearity of functions.Second,
any equationthat is derivablefrom theaxiomsof theequationaltheorymustbevalid in themodel,where
validity is definedasfollows. Let t bea termin theequationaltheoryX; let { beamappingfrom variables
in t to elementsfrom domainz , calledavariablesubstitution.Theinterpretationof t in themodel y under
substitution{ , denoted[[t ]] | , is obtainedby replacingall functionsin t by thecorrespondingfunctionsiny andby replacingall variablesin t by elementsof domainz accordingto { . An equationt1 D t2 in X is
valid in model y , denotedy } D t1 D t2, if andonly if, for all substitutions{ for thevariablesin t1 andt2,
[[t1]] |tD�~ [[t2]] | , where D�~ is the identity on domain z . If y is a modelof anequationaltheoryX, it is
alsosaidthat X is a soundaxiomatizationof y .

Example 3.7.Assumethat y with domain z is a modelof theequationaltheory
�
PA ;b c RN

�-�
A
�

of Table
3.1. Recall that the functionsin the signatureof

�
PA ;b c RN

�-�
A
�

consistof the inaction constante , the
actionconstantsin A, andtheoperatorslistedin Table3.1.Assumethat,for any function f in thesignature
of
�
PA ;b c RN

�-�
A
�
, �f denotesthe correspondingfunction in the signatureof y . Considerthe equation

a c e�D a, wherea is anactionin A. It follows from Axiom A6 thatthis equationis derivablefrom theory�
PA ;b c RN

�-�
A
�
. Since y is a modelof this theory, a c e?D a mustbevalid in y , which meansthat the

equality �a �c �ejD�~ �a, whereD�~ is theidentityondomainz , musthold. In fact,Axiom A6 itself is derivable
from thetheoryandmust,therefore,bevalid in y . That is, for any d  �z , theequalityd �c �e?D ~ d must
hold.

Thebasisfor a modelof theequationaltheory
�
PA ;b c RN

�-�
A
�

is a processspace,asdefinedin Definition
2.1. This meansthat a setof processes,a setof actions,a transitionrelation,anda terminationpredicate
needto bedefined.

Recall that w �7� PA ;b c RN
�-�

A
�7�

is the setof closed
�
PA ;b c RN

�-�
A
�

terms. The set w �7� PA ;b c RN
���

A
�7�

formsthebasisfor thesetof processesin theprocessspace.Sincetheequationaltheory
�
PA ;b c RN

���
A
�

has
no meansto expresstheprocessthatcanperformno actions,but canonly terminatesuccessfully, a special
process� , pronounced“tick,” is introduced. Thus, the set of processesin the abovementionedprocess
spaceis theset w �v� PA ;b c RN

�-�
A
�7� 4�5 � 8 . ThesetA is thesetof actions.Theterminationpredicateis the

singleton57�l8 . Thatis, process� is theonly processthatcanterminatesuccessfully. Thetransitionrelation��
 �m� w �7� PA ;bVc RN
���

A
�7� 4x5v�q8 ��� A

��� w �7� PA ;bpc RN
�-�

A
�v� 4x57�l8 � cannow bedefinedasthesmallest

relationsatisfyingthe derivation rules in Table3.8. It is not difficult to verify that the transitionrelation
conformsto theinformal explanationof theoperatorsgivenin theprevioussubsection.

Theprocessspace
� w �7� PA ;b c RN

���
A
�7� 4�5 � 8 � A �:��
 � 5 � 8 � canbe turnedinto a model y �

A
�

of the
equationaltheory

�
PA ;b c RN

�-�
A
�

asfollows.
Recallthatrootedbranchingbisimilarity, asdefinedin Definition2.8,isanequivalencerelationontheset

of processesw �v� PA ;b c RN
�-�

A
�7� 4�57�l8 . Thus,it is possibleto defineequivalenceclassesof processesmodulo

rootedbranchingbisimilarity in theusualway: For any p  Rw �7� PA ;b c RN
�-�

A
�7� 4�57�l8 , theequivalenceclass

of p modulorootedbranchingbisimilarity, denoted[ p] � rb , is theset5 q  lw �7� PA ;b c RN
���

A
�7� 4j5v�R8�} q T rb p8 .

It follows from Definition2.8(Rootedbranchingbisimilarity) thatthespecialelement[ � ] � rb only contains
the process� . The domainof the modelunderconstructionis formedby the setof all the equivalence
classesof closedtermsmodulorootedbranchingbisimilarity.1 Thespecialelement[ � ] � rb is excludedfrom
thedomainof model y �

A
�

for technicalreasons:As mentioned,theequationaltheory
�
PA ;b	c RN

�-�
A
�

has
no meansto expresstheprocessthatcanonly terminatesuccessfully.

1In standardprocess-algebraicterminology, the elementsin the domainof a modelof someACP-style equationaltheoryare
referredto asprocesses.However, Definition2.3definesaprocessassomekind of labeledtransitionsystem.Thedomainof model�_�

A � consistsof equivalenceclassesof suchlabeledtransitionsystems.In the literatureon concurrency theory, the useof the
term“process”for bothequivalenceclassesof labeledtransitionsystemsandindividual representativesof suchequivalenceclasses
is commonpracticeanddoesnot leadto confusion.
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Table3.8: Thetransitionrelationfor
�
PA ;b c RN

�-�
A
�
.

It remainsto definethe constantsandoperatorsof
�
PA ;b c RN

�-�
A
�

on the domainof the model. The
interpretation �c in model y �

A
�

of someconstantc in the signatureof
�
PA ;b c RN

�-�
A
�

is definedas the
equivalenceclass[c] � rb . Note that this definition fulfills the requirementthat �c is a 0-ary function on the
domainof y �

A
�
. Also for theoperatorsthereis a straightforward way to interpretthemin thedomainofy �

A
�
, providedthatrootedbranchingbisimilarity is a congruencefor all theoperatorsof

�
PA ;b c RN

�-�
A
�
.

That is, the following propertymust be satisfied. Let � be an arbitraryn-ary operatorin the signature
of
�
PA ;b3c RN

�-�
A
�
, wheren is somepositive naturalnumber; let p1

� '�'�' � pn
�
q1
� '�'�' � qn be closedterms

in w �7� PA ;b c RN
�-�

A
�7�

suchthat p1 T rb q1
� '�'�' � pn T rb qn. Then, the congruenceproperty requiresthat� � p1

� '�'�' � pn
� T rb � � q1

� '�'�' � qn
�
.

Property 3.9.(Congruence)Rootedbranchingbisimilarity, T rb, is acongruencefor theoperatorsof
�
PA ;b c

RN
�-�

A
�
.

Proof. It is not difficult to constructrootedbranchingbisimulationsfor eachof the operatorsof
�
PA ;b c

RN
�-�

A
�
. Theinterestedreaderis referredto [13, Section2.4.4]for moredetails. a

Informally, thecongruencepropertysaysthatequivalenceclassesof processescanbeconstructedindepen-
dentlyof their representatives. Let p1

� '�'�' � pn beclosedtermsin
�
PA ;b c RN

�-�
A
�
, wheren is somepositive

naturalnumber; for any n-ary operator� in the signatureof
�
PA ;bQc RN

�-�
A
�
, function �� is definedon

equivalenceclassesof closedtermsasfollows: �� � [ p1] � rb

� '�'�' � [ pn] � rb

� D [ � � p1
� '�'�' � pn

�
] � rb .

At thispoint, theconstructionof model y �
A
�

of theequationaltheory
�
PA ;b c RN

���
A
�

is complete.The
domainconsistsof theequivalenceclassesof closedtermsin w �7� PA ;b c RN

�-�
A
�7�

modulorootedbranching
bisimilarity; theinterpretationof any of theconstantsin thesignatureof

�
PA ;b c RN

�-�
A
�

is thecorresponding
equivalenceclass;theinterpretationof any operatorin thesignatureof thetheoryis thatsameoperatorlifted
to equivalenceclassesof closedterms.Informally, two closedtermsin w �v� PA ;b c RN

�-�
A
�7�

thatarederivably
equalin the equationaltheory

�
PA ;b c RN

�-�
A
�

yield the sameequivalenceclasswhenthey areinterpreted
in themodel y �

A
�
, which in turn impliesthatthecorrespondingprocessesarerootedbranchingbisimilar.

Thus,theequationaltheory
�
PA ;b c RN

�-�
A
�

is a soundaxiomatizationof rootedbranchingbisimilarity. It is
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evenpossibletoproveastrongerresult.Giventwo rootedbranchingbisimilarprocesses,it isalwayspossible
to prove theequalityof theseprocessesin theequationaltheory

�
PA ;b c RN

�-�
A
�
. Theory

�
PA ;b c RN

�-�
A
�

is
saidto beacompleteaxiomatizationof model y �

A
�
.

Theorem 3.10.(Soundnessand completeness)For closedtermsp
�
q  qw �7� PA ;b c RN

�-�
A
�v�

,�
PA ;b c RN

�-�
A
� r p D q W+y �

A
� } D p D q.

Proof. Thetheoremis afairly straightforwardresultof Property3.9,thecompletenessof BPA ; � A � for rooted
branchingbisimilarity (see[36]) andtheproof techniquesin [10]. a

rcmd � /�/ pmat1 � pmat20�� omat0
rcmd/

pmat1 � pmat2 0�� omat

pmat2

omat

pmat1

omat

�omat

rcmd � / pmat1 � omat � pmat2 � omat0

pmat1 � omat � pmat2 � omat

rcmd

pmat2pmat1

omat

�

Figure3.11:Visualizingthesemanticsof closed
�
PA ;b c RN

�-�
A
�

terms.

Example3.12.Sincethebasisof thesemanticsof
�
PA ;b c RN

�-�
A
�

is aprocessspace,it is possibleto visualize
thesemanticsof closedtermsin w �v� PA ;b c RN

�-�
A
�7�

. ConsideragainExample3.2. Figure3.11depictsthe
semanticsof closedterms rcmd d �7� pmat1 c pmat2

� d omat
�

and rcmd d � pmat1 d omat c pmat2 d omat
�
.

Clearly, thesetwo processesarerootedbranchingbisimilar, which conformsto Theorem3.10(Soundness
andcompleteness)andtheconclusionof Example3.2thatthetwo closedtermsarederivably equal.

4 Inheritance in the Algebraic Framework

Thegoalof thissectionis to characterizetheessentialpropertiesof inheritanceof behavior. For thispurpose,
only theobjectlife cycle of a classis considered.All otheraspectsof a classareomitted. As explainedin
theintroduction,it mustbeformalizedwhenanobjectlife cycle of someclassextendstheobjectlife cycle
of anotherclass.Basedon thetwo typesof inheritanceidentifiedin theintroduction,in thenext subsection,
four different inheritancerelationson object life cyclesareformalized. Eachformalizationcharacterizes
a different type of extension. In Section4.2, equationallaws preservingeachof the inheritancerelations
arepresented.Theseso-calledaxiomsof inheritanceareusefulfor several purposes.First, they illustrate
thecharacteristicpropertiesof eachof the inheritancerelations.Second,giventwo objectlife cycles,they
canbeusedto verify in analgebraicframework whetheronelife cycle is a subclassof theotherlife cycle.
Finally, they canbeusedastransformationrulesto constructsubclassesof life cycles.Thus,they stimulate
thereuseof life-cycle specificationsduringthedesignprocess.In Section7, theaxiomsof inheritanceare
usedasasourceof inspirationfor transformationruleson objectlife cyclesin a framework of Petrinets.
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4.1 Object life cyclesand inheritance relations

Thefirst stepin formalizing theconceptof inheritanceof behavior is to definethenotionof anobjectlife
cycle. As explainedin theintroduction,thelife cycle of anobjectdescribestheorderin which themethods
of theobjectmaybeexecuted.Sincetheimplementationdetailsof methodsarenot relevant in this paper, a
methodis simply representedby anidentifier. Recallthatanexternalmethodof someobjectinteractswith
theenvironmentof theobject;an internal methodis a methodthatcanonly beexecutedby theobjectitself
andhasonly internaleffects. Internalmethodsaredenotedby thespecialidentifier 2 . Thesetof external
methodsis denotedE. Thesetof all methodsis denotedM. Thatis, M equalsE 4�572�8 .

It shouldnotcomeasasurprisethat,in thissection,anobjectlife cycleisspecifiedbyaprocess-algebraic
term.Thequestionis whatprocess-algebraictheoryof thoseintroducedin theprevioussectionis bestsuited
to specifyobjectlife cycles. Clearly, thesetof actionsof thetheorycorrespondsto thesetof methodsM.
SinceM includestheinternalmethod2 thatbehavesasasilentaction,thetheorymustincludesilentactions.
Operatorsthat areuseful in the specificationof object life cyclesarechoice,sequentialcomposition,and
parallelcomposition.Thus,a process-algebraictheorywell suitedfor specifyingobject life cyclesis the
theoryPA ; � M � .
Definition 4.1.(Object life cycle)An objectlife cycle is aclosedPA ; � M � term.

Example 4.2.The life cycle of a simpleproductionunit U canbe describedby thealgebraicterm rcmd d
pmat d omat, wherercmd, pmat, andomataremethodidentifiersin M. Theproductionunit first receivesa
command.After processingsomepieceof raw material,it deliversprocessedoutputmaterial.

Having definedthenotionof an objectlife cycle, thenext stepis to formalizewhenoneclassinheritsthe
life cycle of anotherclass. In the introductionto this paper, two basicforms of inheritanceof life cycles
havebeenidentified,namelyprotocolinheritanceandprojectioninheritance,correspondingto thealgebraic
principlesof encapsulationandabstraction,respectively. Therefore,the process-algebraictheoryusedto
formalizeinheritanceof behavior is thetheoryPA ;bVc RN asdefinedin Section3, instantiatedwith thesetof
methodidentifiersM. Theory

�
PA ;b c RN

�-�
M
�

extendsthetheoryPA ; � M � , usedto defineobjectlife cycles,
with encapsulationandabstraction.Thesetwo operatorsareexactly theoperatorsneededto reasonabout
inheritance.

Example 4.3.ConsideragainExample4.2. Theoperatorwho is responsiblefor issuingcommandsto the
productionunit sometimesmakesamistakeandsendsthewrongcommand.Therefore,productionunit U of
Example4.2 is extendedwith anerror-handlingfacility. A new methoderror  M is addedthatis executed
whentheunit doesnotunderstandthecommandit receives.Thebehavior of thenew unit U1 is describedas
follows: rcmdd � pmatd omatc error

�
. Sincetheadditionof anerror-handlingfacility shouldnot influencethe

correctbehavior of theunit, thenew unit shouldbeasubclassof U . It is notdifficult to seethatthebehavior
of thetwo productionunitsis identicalwhenthenew methoderror is notexecuted.Hence,accordingto the
informaldefinitionof protocol inheritancegivenin theintroduction,productionunit U1 is indeedasubclass
of unit U of Example4.2.

Toshow thatthedefinitionof protocolinheritanceconformsto encapsulation,let H
�

E bethesingleton5 error 8 . It follows easilyfrom theaxiomsfor encapsulationof the theory
�
PA ;b c RN

�-�
M
�

andAxiom A6
that

i
H
�
rcmd d � pmat d omat c error

�7� D rcmd d pmat d omat. Thatis,
i

H
�
U1
� D U .

Example4.4.Consideraproductionunit U2 thatbetweenthereceiptof acommandandthemainprocessing
stepperformsapreprocessingstepon theraw inputmaterial.Unit U2 is specifiedasfollows: rcmd d ppmatd
pmat d omat. In somesense,thebehavior of U2 extendsthebehavior of productionunit U of Example4.2.
Therefore,U2 shouldbe a subclassof U . It is not difficult to seethat the behaviors of units U andU2

areidenticalwhenthenew methodppmatof U2 is executed,but its effect is ignored. Hence,unit U2 is a
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subclassof U accordingto the informal definitionof projectioninheritancegiven in the introduction. It is
alsonot difficult to seethatprojectioninheritanceconformsto hiding methodcalls. Let I bethesingleton5 ppmat8 . It follows from theabstractionaxiomsof theory

�
PA ;b c RN

�-�
M
�

andAxiom B1 that 2 I
�
U2
� D U .

Thesubtledifferencebetweenthe two forms of inheritanceintroducedso far is thatunderprotocolinher-
itancemethodsnew in the life cycle of the subclassareexecutedwithout taking into accounttheir effect,
whereasunderprojectioninheritancethey arenot executedat all. The examplesin the remainderof this
sectionfurtherillustratethisdifference.

Thereareseveralotherpossibilitiesfor meaningfuldefinitionsof inheritancerelationsfor behavior than
the two forms introducedso far. It is, for example,possibleto combinethe two forms. Onemight argue
that for methodsnew in thesubclassthe requirementsof both basicforms musthold at thesametime, or
onemight arguethat for somemethodsthe first requirementmusthold, whereasfor someothermethods
the other requirementholds. The two basicforms of inheritancegiven in the introductionand the two
combinationsyield four possibleinheritancerelations. Although probablyothermeaningfulrelationscan
be found, this paperfocuseson thesefour relations. An attemptis madeto show that they capturethe
essentialsof inheritanceof behavior.

The formal definitionsof the four inheritancerelationsgiven below areslightly moregeneralthanthe
informaldefinitionsgivenin theintroductionandabove: A life cycle is asubclassof anotherlife cycle if and
only if thereexistssomesetof methodssuchthatencapsulatingor hidingthesemethodsin thefirst life cycle
yieldstheotherlife cycle. Not requiringthatthemethodsbeingencapsulatedor hiddenmustbeexactly the
methodsappearingin thefirst life cycleandnot in thesecondonecansometimesbeconvenient,assomeof
theexamplesin theremaindershow.

Beforegoing to the formal definition of the four inheritancerelations,a noteon notationis in order.
Many formulasin this sectioncontainmultiple occurrencesof encapsulationandabstractionoperators.To
avoid largenumbersof bracketsin formulas,thenotationfor functioncompositionis overloadedto algebraic
operators.Let x bea

�
PA ;b�c RN

�-�
M
�

termandlet f andg befunctionsin thesignatureof
�
PA ;b	c RN

�-�
M
�
.

Thenotation f � g
�
x
�

is anabbreviation for thealgebraicterm f
�
g
�
x
�7�

.

Definition 4.5.(Inheritance relations)

i
�

Protocolinheritance:
For any objectlife cyclesp

�
q  Rw � PA ; � M �7� , life cycle p is asubclassof q underprotocolinheritance,

denotedp � pt q, if andonly if thereexistsan H
�

E suchthat
�
PA ;b c RN

���
M
� r i H

�
p
� D q.

ii
�

Projectioninheritance:
For any objectlife cycles p

�
q  �w � PA ; � M �7� , life cycle p is a subclassof q underprojectioninheri-

tance, denotedp � pj q, if andonly if thereexistsan I
�

E suchthat
�
PA ;b c RN

�-�
M
� r#2 I

�
p
� D q.

iii
�

Protocol/projectioninheritance:
For any objectlife cycles p

�
q  lw � PA ; � M �7� , life cycle p is asubclassof q underprotocol/projection

inheritance, denotedp � ppq, if andonly if thereexistsanH
�

E suchthat
�
PA ;b c RN

�-�
M
� r i H

�
p
� D

q and thereexistsan I
�

E suchthat
�
PA ;b c RN

�-�
M
� r#2 I

�
p
� D q.

iv
�

Life-cycle inheritance:
For any objectlife cycles p

�
q  #w � PA ; � M �7� , life cycle p is a subclassof q underlife-cycleinheri-

tance, denotedp � lc q, if andonly if thereexist disjointsubsetsH
�
I
�

E suchthat
�
PA ;b c RN

���
M
� r2 I � i H

�
p
� D q.

Theabovedefinitionsareformulatedin termsof equalityof closed
�
PA ;b c RN

�-�
M
�

terms.Thecompleteness
of theory

�
PA ;b c RN

�-�
M
�

for rootedbranchingbisimilarity (Theorem3.10) implies that this formulation
is equivalentto a formulationin termsof rootedbranchingbisimilarity. Without completeness,theabove
definitionshadbeentoorestrictive. It wouldhavebeenpossiblethatanobjectlife cycle p afterencapsulation
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and/orabstractionof theappropriatemethodsandlife cycleq wouldberootedbranchingbisimilar, but that
thisequalitywouldnotbederivablefrom theaxiomsof

�
PA ;b c RN

�-�
M
�
. Thiswouldbeundesirable,because,

accordingto theabove definitions,p would notbeasubclassof q.
The requirementthat H and I mustbe disjoint in the definition of life-cycle inheritancemeansthat

methodsareeitherconsistentlyencapsulatedorconsistentlyhidden.It impliesthattheorderof encapsulation
andabstractioncanbe changedwithout actuallychangingthedefinition (seealsoLemma4.14below). It
is not clearwhetherit is meaningfulto treatdifferentcallsof onemethodin a differentway. In thecurrent
definition, it is not possibleto hide somecalls of a methodin somepart of an object life cycle, whereas
someothercalls of the samemethodin anotherpart of the life cycle areencapsulatedor left untouched.
In the casestudy of Section8, it proves not to be necessaryto treat different calls of the samemethod
differentlywhendetermininginheritancerelationshipsbetweenlife cycles.However, thecasestudyis still
only one,relatively small,example.Therefore,in theconclusionsof Section9, it is briefly explainedhow
theframework of thispapercanbegeneralizedin suchaway thatit is possibleto treatdifferentcallsof one
methodin adifferentway in theconstructionof subclasses.

A final noteaboutDefinition 4.5 is that life-cycle inheritanceis definedin termsof a compositionof
operatorsandnotsimplyasthedisjunctionof thetwo definitionsof protocolandprojectioninheritance.The
latterwould not bea truecombinationof protocolandprojectioninheritance.It would alsolack desirable
propertiessuchastransitivity.

In reasoningaboutobjectlife cyclesandinheritancerelationshipsbetweenthem,it is oftenconvenient
to know thesetof methodsbeinginvoked in a life cycle. For this purpose,thealphabetoperatoris intro-
duced.Thealphabetoperatoryieldsfor eachclosed

�
PA ;b c RN

���
M
�

termthesetof externalactionsthatthe
correspondingprocessin theoperationalsemanticsmayperform. Thealphabetoperatoris definedinduc-
tively usingthestructureof basicBPA b � M � terms,underthe assumptionthat derivability is a congruence
for thealphabetoperator. In combinationwith theeliminationresultfor

�
PA ;b c RN

���
M
�

of Property3.4,this
assumptionmeansthatit is possibleto calculatethealphabetof arbitraryclosed

�
PA ;b c RN

�-�
M
�

terms.

Definition 4.6. (Alphabet) Thealphabetoperator" : w �7� PA ;b c RN
���

M
�7��
 ���

E
�

is a functionsuchthat,
for any closedtermsp

�
q  Rw �7� PA ;b c RN

���
M
�7�

,
�v�

PA ;b c RN
�-�

M
� r p D q

� � " � p� Dm" � q � . For any a  E
and p

�
q  �w �7� PA ;b c RN

���
M
�7�

, " � e � D�� , " � 2 � D�� , " � a� D�5 a8 , " � 2�d p� D�" � p� , " � a d p� D,5 a8N4�" � p� ,
and " � p c q

� Dm" � p� 4o" � q � .
Notethatit shouldbeverifiedthatthedefinitionof thealphabetoperatoris consistentwith theaxiomsof set
theory. Inconsistenciesarisewhenthecombinationof thecongruencerequirementandtheinductive defini-
tion allows thederivationof anequalitybetweensetsthat is not derivablefrom settheory. It is beyondthe
scopeof thispaperto provethatDefinition4.6is consistentwith settheory. A detailedstudyonthealphabet
operatorin processalgebracanbefoundin [9]. Thealphabetoperatoris particularlyinterestingin combi-
nationwith encapsulationandabstraction.Most of theauxiliary lemmason encapsulation,abstraction,and
thealphabetoperatorpresentedin theremainderof this sectionalsoappearin [9].

�
pj

�
lc

�
pp

�
pt

Figure4.7: An overview of thefour inheritancerelationsfor behavior.

Figure4.7 givesan overview of the four inheritancerelationsdefinedabove. The arrows depictstrict
inclusionrelations.Thecorrectnessof theinclusionrelationsbetweenprotocol/projection inheritance,onthe
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onehand,andprotocolandprojectioninheritance,on theotherhand,follows easilyfrom their definitions.
Theothertwo inclusionrelationsfollow from thedefinitionsandthefollowing lemma,which implies that
encapsulatingor hiding theemptysetof methodsyieldstheoriginal life cycle.

Lemma 4.8.For any closedterm p  qw �v� PA ;b c RN
�-�

M
�v�

andsetsH
�
I
�

E,

i
� " � p�N* H D_� � �

PA ;b c RN
�-�

M
� r i H

�
p
� D p and

ii
� " � p�N* I Dm� � �

PA ;b c RN
�-�

M
� r.2 I

�
p
� D p.

Proof. Only Lemma4.8 i
�

is proven.Theotherproof is similar.
It follows from Property3.4 (Elimination) that there is a basic BPA b � M � term t such that

�
PA ;b c

RN
�-�

M
� r p D t . Note that it follows from Definition 4.6 (Alphabet) that " � p� D�" � t � . Hence,it

suffices to show that " � t �u* H D�� � �
PA ;b c RN

�-�
M
� r i H

�
t
� D t . Given this result, it follows that" � p�^* H Dm� � �

PA ;b c RN
�-�

M
� r i H

�
p
� D i H

�
t
� D t D p. Theproof is by inductionon thestructureof

basicBPA b � M � terms.Thesymbol � is usedto denotesyntacticalidentityof terms.

i
�

Assumet �=e or t � a, for somemethodidentifiera  M. It follows from Axiom D1 that
�
PA ;b c

RN
���

M
� r i H

�
t
� D t .

ii
�

Assumet � a d s, for somea  M andbasicterm s  _s � BPA b � M �7� . Then,
�
PA ;b c RN

�-�
M
� ri

H
�
a d s� D4D i H

�
a
� d i H

�
s
� D1� InductionD a d s.

iii
�

Assumet � u cm� , for somebasictermsu
� �  �s � BPA b � M �7� . Then,

�
PA ;b c RN

�-�
M
� r i H

�
u c_� � D3Di

H
�
u
� c i H

� � � InductionA 2 � BD u c�� . a
By meansof afew examples,it is straightforwardto show thattheinclusionrelationsin Figure4.7areindeed
strict andthatthereareno inclusionrelationsbetweenprotocolinheritanceandprojectioninheritance.

Example 4.9.ConsiderthethreeproductionunitsU , U1, andU2 introducedin Examples4.2,4.3,and4.4,
respectively. Theargumentsin thelasttwo of thesethreeexamplesshow thatU1 � pt U andU2 � pj U . It is
not difficult to seethat thereexist no I

�
E suchthat 2 I

�
U1
� D U andno H

�
E suchthat

i
H
�
U2
� D U .

Hence,thereareno inclusionrelationsbetweenprotocolandprojectioninheritance.In addition,it follows
that the inclusionsbetweenprotocol/projection inheritance,on the onehand,andprotocolandprojection
inheritance,on theotherhand,arestrict.

In order to show that protocol/projection inheritanceis not an emptyrelation,considerthe following
example.Unit U3 is a productionunit that,asall theunits in theotherexamples,first receivesa command.
Dependingonthecommand,it continuesimmediatelywith its mainprocessingstepor it performsaprepro-
cessingstepfollowedby themainprocessingstep.After processingis completed,theprocessedmaterialis
deliveredto theenvironment.Thelife cycleof U3 is specifiedasfollows: rcmdd � ppmatd pmatc pmat

� d omat.
Unit U3 is asubclassunderprotocol/projectioninheritanceof unit U of Example4.2. It followssimplyfrom
theaxiomsof

�
PA ;b c RN

�-�
M
�

that,for H D I D_5 ppmat8 , i H
�
U3
� Dm2 I

�
U3
� D U .

Finally, to show that the inclusionsbetweenprotocol,projection,andlife-cycle inheritancearestrict,
considera productionunit U4 with life cycle rcmd d � ppmat d pmat d omat c error

�
. For H D�5 error 8 and

I D�5 ppmat8 , it easilyfollows that 2 I � i H
�
U4
� D U . Hence,U4 � lc U . It is notdifficult to seethatthereis

no relationbetweenU4 andU underany of theotherinheritancerelations.

Figure4.7shows thatlife-cycle inheritanceis moregeneralthanany of theotherthreeinheritancerelations.
Thereasonfor studyingall four relationsinsteadof only life-cycle inheritanceis oneof separationof con-
cerns.Protocolandprojectioninheritanceeachcharacterizea differenttypeof extensionof thebehavior of
life cycles.In adesignprocess,it canbeusefulto know in whatwayalife cycleis extended.In thedefinition
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of life-cycle inheritance,thetypeof extensionis lost in generality. Moreover, for certainapplicationsit may
beusefulto restrictinheritanceto protocol,projection,or protocol/projection inheritance.

The remainderof this subsectionis devotedto studyingsomebasicpropertiesof the four inheritance
relations.For protocol,projection,andprotocol/projectioninheritance,thereexistsacanonicalsetof meth-
odsthatcanbeencapsulatedand/orhidden,namelythesetof methodsnew in thesubclass.This conforms
to the intuitive definitionsof protocolandprojectioninheritancegiven earlier. For life-cycle inheritance,
canonicalsetsof methodsthat canbe encapsulatedandmethodsthat canbe hiddendo not exist, but it is
alwayspossibleto choosea partitioningof themethodsnew in thesubclass.To prove theseproperties,the
following two lemmasareneeded.They statesimpleresultsaboutencapsulationandabstraction.

Lemma 4.10.For any closedterm p  lw �v� PA ;b c RN
�-�

M
�v�

andsetsH
�
I
�

E,

i
� " �Mi H

�
p
�7�N*

H Dm� and
ii
� " � 2 I

�
p
�7�N*

I Dm� .

Proof. Structuralinductionon basicBPA b � M � terms. a
Lemma 4.11.For any closedterm p  lw �v� PA ;b�c RN

�-�
M
�v�

andsetsH
�
H � � I � I � � E,

i
���

PA ;b c RN
�-�

M
� r i H   ¡ H

�
p
� D i H   � i H

�
p
�

and
ii
���

PA ;b c RN
�-�

M
� r.2 I   ¡ I

�
p
� Dm2 I   �¢2 I

�
p
�
.

Proof. Structuralinductionon basicBPA b � M � terms. a
Property 4.12.For any objectlife cycles p

�
q  Rw � PA ; � M �7� ,

i
�

p � pt q W �
PA ;b c RN

�-�
M
� r i & A pB¤£¥& A q B

�
p
� D q,

ii
�

p � pj q W �
PA ;b c RN

���
M
� r.2 & A pBS£¥& A q B

�
p
� D q,

iii
�

p � pp q W �
PA ;b c RN

�-�
M
� r i & A pB¦£¥& A q B

�
p
� D q $ � PA ;b c RN

�-�
M
� r.2 & A pB¤£§& A q B

�
p
� D q, and

iv
�

p � lc q W �ML
H
�
I : H

�
I
� " � p�7¨ " � q � $ H 4 I Dm" � p�7¨ " � q � $ H

*
I Dm� :�

PA ;b c RN
�-�

M
� r�2 I � i H

�
p
� D q

�
.

Proof. Only theproofof Propertyi
�

is given.Theproofsof ii
�

andiv
�

aresimilar;Propertyiii
�

follows from
i
�

andii
�
.

It follows from Definition 4.5 i
�

(Protocolinheritance)that
�
PA ;b c RN

�-�
M
� r i & A pB¦£¥& A q B

�
p
� D q implies

p � pt q. To prove theotherimplication,assumep � pt q. It follows from Lemma4.11 i
�

andLemma4.8 i
�

that thereexistsa subsetH of " � p� suchthat
�
PA ;b c RN

���
M
� r i H

�
p
� D q. Thecongruencerequirement

in Definition 4.6 for thealphabetoperatorandLemma4.10 i
�

show that H cannotcontainany methodsin" � q � . Again Lemmas4.11 i
�

and4.8 i
�

yield that H canbeextendedto all elementsof " � p� which arenot
elementsof " � q � . a
Property4.12iv

�
cannotbestrengthenedany further. For objectlife cycles p andq in w (PA ; (M)) suchthat

p � lc q, theredoesnotexist acanonicalpartitioningof " � p�7¨ " � q � into H andI suchthat
�
PA ;b c RN

���
M
� r2 I � i H

�
p
� D q. Assume,for example,thatp � ppq. It followsfromProperty4.12iii

�
thatfor H D_" � p�7¨ " � q �

and I D_� , aswell asfor H D_� and I Dm" � p�v¨ " � q � , � PA ;b c RN
�-�

M
� r�2 I � i H

�
p
� D q.

Two basicpropertiesthatany inheritancerelationshouldsatisfyarereflexivity andtransitivity. That is,
ameaningfulinheritancerelationshouldbeapreorder. It is easyto seethatall four inheritancerelationsare
reflexive. Exceptfor life-cycle inheritance,it isalsostraightforwardtoshow thatthey aretransitive. Showing
that life-cycle inheritanceis transitive is slightly moreinvolved. The crucial point is theobservation that,
giventwo life cyclesp andq suchthat p � lcq andq � lcr , it is notpossiblethatmethodsin p areencapsulated
(hidden)whereasthe samemethodsin q arehidden(encapsulated).The reasonis simple: Methodsof p
that areencapsulatedor hidden,simply do not occurin q anymore. The following lemmasareneededto
formally prove thatlife-cycle inheritanceis transitive.
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Lemma 4.13.For any closedterm p  lw �v� PA ;b c RN
�-�

M
�v�

andsetsH
�
I
�

E,

i
� " �Mi H

�
p
�7�6� " � p� and

ii
� " � 2 I

�
p
�7�6� " � p� .

Proof. Structuralinductionon basicBPA b � M � terms. a
Lemma 4.14.For any closedterm p  lw �v� PA ;b c RN

�-�
M
�v�

andsetsH
�
I
�

E,
H
*

I Dm� � �
PA ;b	c RN

�-�
M
� r�2 I � i H

�
p
� D i H �¢2 I

�
p
�
.

Proof. Structuralinductionon basicBPA b � M � terms. a
Property 4.15.Protocol,projection,protocol/projection, andlife-cycle inheritancearepreorders.

Proof. It follows from Lemma4.8 that, for any p  �w � PA ; � M �7� , � PA ;b c RN
�-�

M
� r i%©ª�

p
� D p and�

PA ;b c RN
�-�

M
� r.2 ©«� p� D p. Hence,� pt

� � pj
� � pp, and � lc arereflexive.

To show that � pt is transitive, let p
�
q
�

andr beobjectlife cyclesin w � PA ; � M �7� suchthat p � pt q and
q � pt r . Assumethat H

�
H � � E aresetssuchthat

�
PA ;b c RN

�-�
M
� r i H

�
p
� D q and

�
PA ;b c RN

�-�
M
� ri

H   � q � D r . Using Lemma4.11 i
�
,
�
PA ;b c RN

�-�
M
� r i H   ¡ H

�
p
� D i

H   � i H
�
p
� D i

H   � q � D r . Hence,
p � pt r , whichprovestransitivity of protocolinheritance.Theproofsfor � pj and � pp areverysimilar.

To show that � lc is transitive, assumep
�
q
�
andr areobjectlife cyclesin w � PA ; � M �7� suchthat p � lc q

andq � lc r . Hence,therearesubsetsH
�
H � � I � and I � of E suchthat

�
PA ;b c RN

���
M
� r�2 I � i H

�
p
� D q and�

PA ;b c RN
�-�

M
� rm2 I   � i H   � q � D r . It follows from Property4.12 iv

�
that thesesetscanbe chosensuch

that H and I aresubsetsof " � p�v¨ " � q � andsuchthat H � and I � aresubsetsof " � q �7¨ " � r � . Thecongruence
requirementin Definition 4.6 for thealphabetoperatorandLemma4.13yield that " � r ��� " � q �l� " � p� ,
andhencethat

�
H 4 I

��*��
H � 4 I � � D¬� . UsingLemmas4.11and4.14,it follows that

�
PA ;bªc RN

�-�
M
� r2 I   ¡ I � i H   ¡ H

�
p
� Dm2 I   ��2 I � i H   � i H

�
p
� Dm2 I   � i H   ��2 I � i H

�
p
� Dm2 I   � i H   � q � D r ' Hence,p � lc r . a

Any preorderinducesan equivalencerelation. The meaningof the equivalencerelationsinducedby the
inheritancepreordersis “subclassequivalence”underthe correspondingform of inheritance. Intuitively,
two life cyclesshouldbesubclassequivalentunderany form of inheritanceif andonly if their equalityis
derivablefrom theaxiomsof PA ; � M � .
Definition 4.16. (Subclassequivalence)Let ­ � , where (® ,5 pp

�
pt
�
pj
�
lc 8 , be the equivalencerelation

inducedby � � . That is, for any object life cycles p andq in w (PA ; (M)), p ­ � q W p � � q $ q � � p.
Processesp andq aresaidto besubclassequivalentunder( inheritance.

Thefour subclass-equivalence relationsindeedall coincidewith derivability from theaxiomsof PA ; � M � .
Property 4.17.For any objectlife cycles p

�
q  Rw � PA ; � M �7� and (x �5 pp

�
pt
�
pj
�
lc 8 ,

p ­ � q W PA ; � M � r p D q.

Proof. The result is only proven for protocol inheritance. The other proofs are similar. First, assume
that PA ; � M � r p D q. It follows from Lemma4.8 i

�
and Property3.6 (Conservative extension)that�

PA ;b c RN
�-�

M
� r i%©ª� p� D p D q and

�
PA ;b c RN

�-�
M
� r i%©ª� q � D q D p. Hence,p � pt q andq � pt p,

which in turn impliesthat p ­ pt q.
Second,assumep ­ pt q, which implies that p � pt q andq � pt p. Property4.12 i

�
yields that

�
PA ;b c

RN
�-�

M
� r i & A pB¦£¥& A q B

�
p
� D q and

�
PA ;b�c RN

���
M
� r i & A q B¤£¥& A pB

�
q
� D p. It follows from the congruence

requirementin Definition 4.6 for thealphabetoperatorandLemma4.13 i
�

that " � q ��� " � p� and " � p�?�" � q � . Hence," � p� D¯" � q � , which meansthat " � p�G¨ " � q � D@" � q �7¨ " � p� D°� . Lemma4.8 i
�

yields that�
PA ;b c RN

�-�
M
� r i & A pB¦£§& A q B

�
p
� D p andhencethat

�
PA ;b c RN

�-�
M
� r p D q. Property3.6 (Conservative

extension)impliesthatPA ; � M � r p D q. a
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Notethat,asa consequenceof Property3.6,Theorem3.10,andProperty4.17,two life cyclesaresubclass
equivalentunderany form of inheritanceif andonly if they arerootedbranchingbisimilar.

It is importantto notethattheinheritancepreordersarenotprecongruencesfor theoperatorsof PA ; � M � .
Thatis, it is notpossibleto applythemin arbitrarycontexts.

Example4.18.It is easyto seethat,for any distincta
�
b  E, a c b � pt a, because

�
PA ;b c RN

���
M
� r i%± b² � a c

b
� D a. However, in a context whereanoccurrenceof b is followedby ana, it is not allowedto replacea

by its subclassa c b. Doingso,yieldsb d � a c b
�
. Obviously, since

�
PA ;b c RN

�-�
M
� r i ± b² � b d � a c b

�7� Dme ,
b d � a c b

� n � pt b d a. A similarexamplecanbeconstructedfor projectioninheritance.
Another instructive exampleis the following, wherefirst a subclassof a singlemethodcall a under

protocolinheritanceis constructedand,subsequently, this subclassis further refinedto a morespecialized
subclass.For any distincta

�
b
�
c
�
d  E, a c b � pt a anda d c c b � pt b. Replacingtheoccurrenceof b in

theformerwith its subclassa d c c b, yieldsa c � a d c c b
�
. It is notdifficult to seethata c � a d c c b

� n � pt a.
Anothersubclassof b is d d c c b. Replacingb with thissubclass,yieldsa c � d d c c b

�
. It is easyto prove

thata c � d d c c b
� � pt a.

Theseexamplesshow thata problemmayarisewhena methodthat is encapsulatedor hiddenalsoappears
in the context. The fact that the inheritancerelationscannotbe appliedin arbitrarycontexts is not really
unexpected.Thereasonis thatit is notallowedto treatdifferentcallsof thesamemethodin adifferentway.
In theremainderof this subsection,it is formalizedunderwhichconditionsit is allowedto refineasubclass
to amorespecializedsubclass.Beforegoinginto moredetails,thenotionof acontext is defined.A context
is a closedPA ; � M � termthatcontainsa “hole.”

Definition 4.19.(Context) Themostsimplecontext is simply a hole,denotedby anunderscore“ ”. Fur-
thermore,for any closedterm p  �w � PA ; � M �7� and context C, p � C and C � p are contexts, where�³ R5´d � c �	g	�3h h 8 .
Example 4.20.Let a

�
b, andc be threemethodidentifiersin M. The following aresimpleexamplesof

contexts: a c , d a, anda
g

b d . Substitutionof aclosedPA ; � M � term p in acontext C is denotedC[ p].
Thus, for context C definedasa c , C[c] equalsa c c. Substitutingmethodc in any of the other two
contexts yieldstheclosedPA ; � M � termsc d a anda

g
b d c.

Property4.22givenbelow definestheconditionsthatmustbesatisfiedwhenrefininga subclass.To prove
this property, the following lemmais needed. It statesthat the encapsulationand abstractionoperators
distributeovermergeandleft merge.Hence,it follows from theencapsulationandabstractionaxiomsgiven
in Table3.1 that they distribute over all operatorsthatmayappearin a context or in a termrepresentinga
life cycle. Note that the lemmadoesnot carryover to anACP-stylealgebraicsettingwith communication
(see[10, 11, 33]).

Lemma 4.21.For any closedtermsp
�
q  qw �7� PA ;b c RN

���
M
�7�

, H
�
I
�

E,

i
���

PA ;b c RN
�-�

M
� r i H

�
p
h h

q
� D i H

�
p
�jh hOi

H
�
q
�
,

ii
���

PA ;b c RN
�-�

M
� r i H

�
p
g

q
� D i H

�
p
�µg�i

H
�
q
�
,

iii
�#�

PA ;b c RN
�-�

M
� r.2 I

�
p
h h

q
� Dm2 I

�
p
�:h h 2 I

�
q
�
, and

iv
�#�

PA ;b c RN
�-�

M
� r.2 I

�
p
g

q
� Dm2 I

�
p
�¶g 2 I

�
q
�
.

Proof. Propertyi
�

is proven by inductionon the sumof the numberof symbolsin p andthe numberof
symbolsin q. Propertyii

�
follows immediatelyfrom i

�
andAxioms M1 andD3 in Table3.1.Propertiesiii

�
andiv

�
areprovenin asimilarway. a

Let p
�
q
�
r
�
C
�
H
�
H � � I � and I � be asin Property4.22. Informally, the condition " � r �·* H D°� in Prop-

erty 4.22 i
�

meansthat it is not allowed to encapsulatemethodsin p that arenot encapsulatedin C[q];
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methodsbeingencapsulatedin p arethosein H andmethodsnot encapsulatedin C[q] arethosein " � r � .
The conditionsin the otherpropertieshave similar meanings.The additionalrequirementin Propertyiv

�
that

�
H �k4 H

��*��
I �k4 I

� D_� meansthatthemethodsbeingencapsulatedmustbedisjoint from themethods
beinghidden.

Property 4.22.Let p
�
q, andr beobjectlife cyclesin w � PA ; � M �7� andlet C beacontext. Let H

�
H � � I � and

I � besubsetsof E.

i
�

If p � pt q, with H suchthat
�
PA ;b�c RN

�-�
M
� r i H

�
p
� D q, andC[q] � pt r , then" � r �!* H D_� � C[ p] � pt r .

ii
�

If p � pj q, with I suchthat
�
PA ;b c RN

�-�
M
� r�2 I

�
p
� D q, andC[q] � pj r , then" � r �!* I Dm� � C[ p] � pj r .

iii
�

If p � pp q, with H and I suchthat
�
PA ;b c RN

�-�
M
� r i H

�
p
� D q and

�
PA ;b c RN

�-�
M
� rK2 I

�
p
� D q,

andif C[q] � pp r , then" � r �!*K� H 4 I
� D_� � C[ p] � pp r .

iv
�

If p � lc q with H andI suchthat
�
PA ;b c RN

���
M
� r.2 I � i H

�
p
� D q, andif C[q] � lc r with H � andI �

suchthat
�
PA ;b c RN

���
M
� r�2 I   � i H   � C[q]

� D r , then�
H � 4 H

�!*K�
I � 4 I

� D_� $ " � r �!*K� H 4 I
� D_� � C[ p] � lc r .

Proof. First,Propertyi
�

isproven.Let H � � E besuchthat
�
PA ;b c RN

�-�
M
� r i H   � C[q]

� D r . A consequence
of theaxiomsof theencapsulationoperatorandLemma4.21above is thatencapsulationdistributesoverall
operatorsof PA ; � M � . This resultis usedin thesecondstepof thefollowing derivation. In thefinal step,the
requirementthat " � r �!* H Dm� is used.i

H   ¡ H
�
C[ p]

� 4̧ 11D i
H   � i H

�
C[ p]

� D i H   � i H
�
C[
i

H
�
p
�
]
� D i H   � i H

�
C[q]

� 4̧ 11Di
H   ¡ H

�
C[q]

� D i H ¡ H   � C[q]
� 4̧ 11D i

H � i H   � C[q]
� D i H

�
r
� 4̧ 8D r '

Thisderivationshows thatC[ p] � pt r .
Propertiesii

�
andiii

�
areprovensimilarly.

Propertyiv
�

is shown asfollows. Thedistributivity of encapsulationandabstractionover all operators
of PA ; � M � is usedin thethird stepof thefollowing derivation.Theconditionthat

�
H ��4 H

�Q*K�
I ��4 I

� D��
is usedin thesecondandfifth step.As before,theotherconditionis usedin thefinal step.

2 I   ¡ I � i H   ¡ H
�
C[ p]

� 4̧ 11D¹2 I   ��2 I � i H   � i H
�
C[ p]

� 4̧ 14Dº2 I   � i H   �¢2 I � i H
�
C[ p]

� D
2 I   � i H   �62 I � i H

�
C[ 2 I � i H

�
p
�
] Dm2 I   � i H   �62 I � i H

�
C[q]

� 4̧ 11� 4̧ 14D
2 I � i H ��2 I   � i H   � C[q]

� D_2 I � i H
�
r
� 4̧ 8D r ' a

Example 4.23.It is easyto checkthat theexamplesof Example4.18areconsistentwith Property4.22 i
�
.

The following exampleshows an applicationof Property4.22 iv
�
. Let a

�
b
�
c  E be distinct methods.

Considerthecontext C definedas c b. By encapsulatingmethodb, it is easyto show thatC[a] � lc a. In
addition,a d c � lc a, which follows from hiding methodc. Replacingtheoccurrenceof a in C[a] with its
subclassa d c, yieldsC[a d c]. In orderto applyProperty4.22 iv

�
, let H �OD�5 b8 , I D�5 c8 , andH D I ��D�� .

Obviously, this satisfiestherequirementthat
�
H � 4 H

�N*»�
I � 4 I

� D�� . Since,in addition, " � a� andH 4 I
aredisjoint, it follows thatC[a d c] � lc a. Thatis, a d c c b � lc a. However, a d b is alsoasubclassof a, which
canbeeasilyshown by hiding thesingletonI D�5 b8 . Substitutinga d b for a in C[a] yieldsC[a d b]. Since
in this case

�
H � 4 H

�N*`�
I � 4 I

�
, whereH

�
H � � and I � areasbefore,is not empty, Property4.22 iv

�
cannot

beapplied.It is notdifficult to verify thatC[a d b] is notasubclassof a: C[a d b] n � lc a. Thereasonis thatin
C[a] methodb is encapsulatedwhereasin a d b methodb is hidden.

Theresultspresentedin thissubsectionshow thatthedefinitionsof thefour inheritancerelationsaresound.
All four relationsarepreorders.Theinducedequivalencerelationscoincidewith rootedbranchingbisimi-
larity. Theconditionsunderwhich it is allowedto applytheinheritancepreordersin arbitrarycontexts or to
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refinea subclassto a morespecializedsubclassseemreasonable,althoughmoreexperiencewith practical
exampleshasto show whetherthey arenot too restrictive.

4.2 Axioms of inheritance

To get a betterunderstandingof the four inheritancerelations,it is usefulto know what generalsubclass
relationsarevalid undereachform of inheritance.Theaxiomsof inheritancegivenin this subsectionshow
thatextendinga life cycle with an alternative behavior yieldsa subclassunderprotocolinheritance.They
alsoshow thatextendinga life cycle by insertingsomebehavior in betweensequentialpartsof theoriginal
life cycle,aswell asputtingsomebehavior in parallelwith (partof) theoriginal life cycle yieldsa subclass
underprojectioninheritance.Life-cycle inheritanceallowsarbitrarycombinationsof thesethreeextensions.

Note thatno attemptis madeto find a completesetof axiomscharacterizingthe inheritancerelations.
The theorydevelopedin this sectionis not intendedfor usein practicalapplications.The main goal is to
learnto understandinheritanceof behavior. Theaxiomspresentedin this sectionarehelpful in achieving
thisgoal. In addition,in Section7, they form asourceof inspirationfor transformationrulesin a framework
basedon Petrinets,which is a framework muchcloserto theobject-orientedmethodsusedin practicethan
processalgebra.

Property 4.24.For any closedtermsp
�
q  Rw � PA ; � M �7� andmethodb  Ë " � q � ,
q c b d p � pt q PT

Proof. Let H Dm5 b8 .�
PA ;b c RN

�-�
M
� r i H

�
q c b d p� D3� D4D i

H
�
q
� c i H

�
b
� d i H

�
p
� D2� 4̧ 8D q c e:d i H

�
p
� A7� A6D q '

Hence,q c b d p � pt q. a
Method b functionsas somesort of a “guard.” Blocking the guardmeansthat the environmentcannot
choosethebehavior b d p. For this reason,b maynot appearin thealphabetof q, sinceblockingb would
otherwisechangethebehavior of q. Axiom PT shows thatencapsulationis sufficient to captureinheritance
by meansof thechoiceoperator. It alsoshows that it is sufficient to encapsulatea singlemethod,whereas
thecanonicalsetof Property4.12," � q c b d p�7¨ " � q � , mightbemuchlarger. Finally, notethatAxiom PT has
a variantin which theterm p is absent.This variantstatesthat it is allowedto extenda life cycle with the
alternative of a singlemethodcall. This extensionis not capturedby PT, becausethetheoryPA ; � M � does
not have a meansto expresstheemptyprocess.ThesubclassrelationshipbetweenproductionunitsU and
U1 discussedin Example4.3canbeprovenby meansof this variantof PT in combinationwith thecontext
ruleof Property4.22i

�
. Axiom PT is themostcharacteristicexampleof protocolinheritance.

Property4.27 given below lists several axiomsthat arecharacteristicfor projectioninheritance.The
following two lemmasareneededto prove thecorrectnessof theseaxiomsfor projectioninheritance.

Lemma 4.25.For any closedterm p  lw � PA ; � M �v� and I
�

E," � p�6� I � �
PA ;b c RN

���
M
� r�2 I

�
p
� Dm2 .

Proof. Structuralinductionon basicBPA
�
M
�

terms. a
Notethatthis lemmacannotbeprovenfor arbitraryclosed

�
PA ;b c RN

�-�
M
�

terms,becauseit is notpossible
to hideconstante .
Lemma 4.26.For any closedterm p  lw �v� PA ;b�c RN

�-�
M
�v�

,

i
���

PA ;b c RN
�-�

M
� r p

h h 2�D p,
ii
���

PA ;b c RN
�-�

M
� r p

g 2�Dm2ld p c p.
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Proof. Propertyi
�

is proven by inductionon the structureof basicBPA b � M � terms. Propertyii
�

follows
immediatelyfrom i

�
andAxioms M1 andM2. a

Property 4.27.For any q
�
q0
�
q1, andr in w � PA ; � M �7� suchthat " � r �6� Ë

�� " � q � 4�" � q0
� 4x" � q1

�v�
,

q d r � pj q PJ1
q d � r d � q0 c q1

� c q0
� � pj q d � q0 c q1

�
PJ2

q0 d � q1
g

r
� � pj q0 d q1 PJ3

Proof. Let I beequalto " � r � .�
PA ;b c RN

�-�
M
� r.2 I

�
q d r � TI4D�2 I

�
q
� dk2 I

�
r
� 4̧ 8D q dk2 I

�
r
� 4̧ 25D q d�2 B1D q,

whichprovesPJ1. Theproof for PJ2 is similar; only Axiom B2 is usedinsteadof B1.�
PA ;b c RN

�-�
M
� r.2 I

�
q d � r d � q0 c q1

� c q0
�7� TI3� TI4D 2 I

�
q
� d � 2 I

�
r
� d � 2 I

�
q0
� c 2 I

�
q1
�7� c 2 I

�
q0
�7� 4̧ 8� 4̧ 25D

q d � 2?d � q0 c q1
� c q0

� B2D q d � q0 c q1
�
.

Axiom PJ3 is provedasfollows.�
PA ;b c RN

�-�
M
� r.2 I

�
q0 d � q1

g
r
�7� TI4� 4̧ 21D 2 I

�
q0
� d � 2 I

�
q1
�¶g 2 I

�
r
�v� 4̧ 8� 4̧ 25D q0 d � q1

g 2 � 4̧ 26D
q0 d � 2�d q1 c q1

� A6� B2D q0 d q1. a
Axioms PJ1 andPJ2 areinspiredby the two Axioms B1 and B2. Togetherthey statethat insertingnew
behavior in anobjectlife cycle thatdoesnotdisableany behavior of theoriginal life cycleyieldsasubclass
underprojectioninheritance.Axiom PJ3 shows thatputtingalternative behavior in parallelwith partof the
original life cycle alsoyieldsa subclassunderprojectioninheritance.Theinheritancerelationshipbetween
productionunits U and U2 discussedin Example4.4 follows from Axiom PJ1 and the context rule of
Property4.22ii

�
.

Example 4.28.Considerproductionunit U of Example4.2. Productionunit U5 sendsa processing-ready
signalwhenthemainprocessingstepis completed.Thesignalis sentin parallelwith thedelivery of output
material.Thelife cycle of U5 is describedasfollows: rcmd d pmat d � omat

g
sprdy

�
. It follows from Axiom

PJ3 thatU5 � pj U .

Property 4.29.For any q0
�
q1, andr in w � PA ; � M �7� suchthat " � r �¢� Ë

¼� " � q0
� 4½" � q1

�7�
, andb  Ë

¼� " � q0
� 4" � q1

�7�
,

q0 d � b d r d q1 c q1
� � pp q0 d q1 PP

Proof. Let H beequalto 5 b8 and I beequalto " � r � 4�5 b8 . Notethatb is notequalto 2 .�
PA ;b c RN

�-�
M
� r i H

�
q0 d � b d r d q1 c q1

�7� D4� D3D i
H
�
q0
� d �Mi H

�
b
� d i H

�
r d q1

� c i H
�
q1
�v� D2� 4̧ 8D

q0 d � e:d i H
�
r d q1

� c q1
� A7� A6D q0 d q1 '

Furthermore,�
PA ;b c RN

�-�
M
� r.2 I

�
q0 d � b d r d q1 c q1

�7� TI4� TI3D 2 I
�
q0
� d � 2 I

�
b d r � d¾2 I

�
q1
� c 2 I

�
q1
�7� 4̧ 8� 4̧ 25D

q0 d � 2�d q1 c q1
� A6� B2D q0 d q1 '

It follows from theabove two derivationsthatq0 d �v� b d r � d q1 c q1
� � pp q0 d q1. a

Axiom PP shows thatunderprotocol/projectioninheritanceit is allowedto postponebehavior. In caseit is
possibleto specifyiterative behavior, anicevariantof PP is anaxiomin which thebehavior b d r is iterated
arbitrarily many timesbeforecontinuingwith q1. TheinheritancerelationshipbetweenproductionunitsU
andU3 shown in Example4.9 canalsobe proven by meansof a variantof Axiom PP without term r in
combinationwith thecontext ruleof Property4.22iii

�
.

Thefinal propertyof this sectiongivesa few axiomsof life-cycle inheritance.
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Property 4.30. For any p
�
q0
�
q1, and r in w � PA ; � M �7� suchthat " � r ��� Ë

¼� " � q0
� 4�" � q1

�v�
, and b  

Ë
¼� " � r � 4�" � q0

� 4o" � q1
�v�

,

q0 d � r d � q1 c b d p�7� � lc q0 d q1 LC1
q0 d �7� q1 c b d p�¶g r

� � lc q0 d q1 LC2
q0 d � q1

g¢�
r c b d p�7� � lc q0 d q1 LC3

Proof. Let H beequalto 5 b8 and I beequalto " � r � .�
PA ;b�c RN

�-�
M
� r.2 I � i H

�
q0 d � r d � q1 c b d p�7�7� D4� D3� TI4� TI3D

2 I � i H
�
q0
� d � 2 I � i H

�
r
� d � 2 I � i H

�
q1
� c 2 I � i H

�
b
� d¾2 I � i H

�
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�
p
�v�7� A7� A6� B1D q0 d q1,

whichprovesLC1. Axiom LC2 is provenasfollows:�
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r
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�
q0 d �v� q1 c ejd i H

�
p
�7�¶g

r
�v� A7� A6D

2 I
�
q0 d � q1

g
r
�7�-�

afterwhich theproof proceedsasfor Axiom PJ3. Axiom LC3 is provensimilarly. a
Axioms LC1 throughLC3 arecombinationsof the axiomsfor protocolandprojectioninheritance.They
areillustrative for life-cycle inheritance.It is not difficult to find severalmoreof suchcombinations.It is
possibleto prove theabove axiomsby meansof thecontext ruleof Property4.22iv

�
. Theproof above uses

basiclemmasandaxioms,becausethey yield amorereadableproof.

Example 4.31.Considera productionunit U6 with life cycle rcmd d �7� pmat c ppmat d pmat
�¶g

ssps
� d omat.

Uponreceiptof a command,unit U6 sendsa start-processingsignal. In parallel,it startsits mainprocess-
ing step,possiblyprecededby a preprocessingstep. It follows from Axiom LC2 andthe context rule of
Property4.22iv

�
thatU6 is a subclassunderlife-cycle inheritanceof unit U of Example4.2.

4.3 Concluding remarks

Thissectionhaspresentedacharacterizationof inheritanceof behavior in asimpleprocess-algebraicsetting.
Four inheritancerelationshave beendefined,all in termsof the algebraicconceptsof encapsulationand
abstraction.Severalbasicpropertiesof therelationsshow that they aretheoreticallysound.Theaxiomsof
inheritancegiven in theprevioussubsectionshow that life-cycle inheritancecapturesthreebasicoperators
to constructasubclassfrom asuperclass,namelychoice,sequentialcomposition,andparallelcomposition.
Sincethesethreeoperatorsare fundamentalto any (concurrent)object-orientedlanguage,it appearsthat
encapsulationandabstractioncapturethe essenceof inheritanceof behavior. The axiomsof inheritance
show how to createsubclassesof somegivenclassin a constructiveway at designtime. Thus,theaxioms
stimulatethereuseof objectlife cyclesduringthedesignprocess.

5 Petri Nets

Thepopularityof Petri-nettheoryasaformalismfor modelingprocessesisduetobothitseasy-to-understand
graphicalrepresentationof Petri-netmodelsandits potentialasa techniquefor formally analyzingconcur-
rentprocesses.Petrinetswereintroducedin 1962by CarlAdamPetri[60]. Sincethen,Petri-nettheoryhas
beenextendedin many waysandappliedto many kindsof problems.This sectioncontainsanintroduction
to theframework of so-calledPlace/Transitionnets,abbreviatedP/Tnets.

Section5.1 introducesthe notion of bags,which play an importantrole in any Petri-netformalism.
Section5.2presentstheclassof labeledP/Tnets.Section5.3reviewssometheoreticalresultsaboutP/Tnets
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thatarethebasisfor someof theanalysistechniquesavailableto analyzePetri-netmodels.In Section5.4,
thesubclassof free-choiceP/Tnetsis introduced.Thereasonto considerthissubclassof labeledP/Tnetsis
thatanalysistechniquesfor free-choiceP/T netsaremoreefficient thanthetechniquesfor thegeneralclass
of labeledP/Tnets.

Theintroductionto labeledP/T netsandfree-choiceP/T netsgivenin this sectionis not exhaustive. Its
only goalis to provide abasisfor theremainderof thispaper. As mentionedin theintroduction,for readers
alreadyfamiliar with Petri-nettheory, it is sufficient to browsethroughthis sectionto getacquaintedwith
notation.Goodstartingpointsfor furtherreadingon Petrinetsare[19, 27, 41, 55, 59, 64, 65, 66].

5.1 Notations for bags

In thispaper, bagsaredefinedasfinite multi-setsof elementsfrom somealphabetA. A bagoveralphabetA
canbeconsideredasa functionfrom A to thenaturalnumbersIN suchthatonly afinite numberof elements
from A is assigneda non-zerofunctionvalue. For somebagX over alphabetA anda  A, X

�
a
�

denotes
the numberof occurrencesof a in X, often calledthe cardinalityof a in X. The setof all bagsover A
is denoteds � A� . Note that any finite setof elementsfrom A alsodenotesa uniquebagover A, namely
thefunctionyielding 1 for every elementin thesetand0 otherwise.Theemptybag,which is thefunction
yielding0 for any elementin A, is denoted0. For theexplicit enumerationof abag,anotationsimilar to the
notationfor setsis used,but usingsquarebracketsinsteadof curly bracketsandusingsuperscriptsto denote
the cardinalityof the elements.For example,[a2 � b � c3] denotesthebagwith two elementsa, oneb, and
threeelementsc; thebag[a2 } P

�
a
�
] containstwo elementsa for every a suchthat P

�
a
�

holds,whereP is
somepredicateonsymbolsof thealphabetunderconsideration.To denoteindividualelementsof abag,the
samesymbol“  ” is usedasfor sets:For any bagX over alphabetA andelementa  A, a  X if andonly
if X

�
a
�6¿

0. Thesumof two bagsX andY, denotedX À Y, is definedas[an } a  A $ n D X
�
a
� c Y

�
a
�
].

Thedifferenceof X andY, denotedX
�

Y, is definedas[an } a  A $ n D �
X
�
a
�¶�

Y
�
a
�7�

max0]. The
binding of sumanddifferenceis left-associative. The restrictionof X to somedomainD

�
A, denoted

X } Á D, is definedas[aX A a B } a  D]. Restrictionbindsstrongerthansumanddifference.The notion of
subbagsis definedasexpected:Bag X is a subbagof Y, denotedX � Y, if andonly if for all a  A,
X
�
a
� � Y

�
a
�
.

5.2 LabeledP/T nets

Let U besomeuniverseof identifiers;let L besomesetof labels.

Definition 5.1. (Labeled P/T net) An L-labeledPlace/Transitionnet,or simply labeledP/T net, is a tuple�
P
�
T
�
F
�´Âp�

where

i
�

P
�

U is a finite setof places;
ii
�

T
�

U is afinite setof transitionssuchthat P
*

T D_� ;
iii
�

F
�_�

P
�

T
� 4 � T � P

�
is asetof directedarcs,calledtheflowrelation;

iv
�xÂ

: T



L is a labelingfunction.

Let N D � P � T � F �´Âp� bea labeledP/T net.Elementsof P 4 T arereferredto asnodes. A nodex  P 4 T
is calledan input nodeof anothernodey  P 4 T if andonly if thereexistsadirectedarcfrom x to y; that
is, if andonly if xFy. Nodex is calledanoutputnodeof y if andonly if thereexistsa directedarc from
y to x. If x is a placein P, it is calledan input placeor anoutputplace;if it is a transition,it is calledan
input or anoutputtransition.Thesetof all input nodesof somenodex is calledthepresetof x; its setof
outputnodesis calledthepostset. Two auxiliary functionsiN

�
oN :

�
P 4 T

��
 ���
P 4 T

�
aredefined

thatassignto eachnodeits presetandpostset,respectively. For any nodex  P 4 T , iN x D_5 y } yFx 8 and
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oNx D=5 y } xFy8 . In anunambiguouscontext, thesubscriptidentifying theP/T netmaybeomittedfrom
thepresetandpostsetfunctions.

Example 5.2. Besidesa mathematicaldefinition, labeledP/T netsalso have an unambiguousgraphical
representation.Figure5.3showsalabeledP/Tnetrepresentingasimpleproductionunit. Placesaredepicted
by circles,transitionsby rectangles,andtheflow relationby arcs.Thesmallblackdotsresidingin theplaces
arecalledtokens,which are introducedbelow. Attachedto eachplaceis its identifier. Attachedto each
transitionareits identifierandits label. In theexampleof Figure5.3,it is assumedthatthelabelingfunction
is theidentity function.

rcmd

cmd prdy

imt
pmt

tprdy

sprdy

pmat omat
omt

tcmd

Figure5.3: Thegraphicalrepresentationof a labeledP/Tnet.

Theclassof Petrinetsintroducedin Definition5.1is sometimesreferredto astheclassof ordinary (labeled)
P/T netsto distinguishit from theclassof Petrinetsthatallows morethanonearcbetweenapair of nodes.
In thecontext of thispaper, it is reasonableto allow atmostonearcbetweenany two nodesof aP/Tnet.

A labeledP/T netasdefinedabove definesthestaticstructureof a process.However, labeledP/T nets
alsohave a behavior. The behavior of a P/T net is determinedby its state. To expressthe stateof a net,
its placesmay containtokens. In labeledP/T nets,tokensarenothingmorethansimplemarkers(seethe
graphicalrepresentationof a labeledP/T net in Figure5.3). The distribution of tokensover the placesis
oftencalledthemarkingof thenet.

Definition 5.4. (Mark ed, labeled P/T net) A marked, L-labeledP/T net is a pair
�
N
�
s
�
, where N D�

P
�
T
�
F
�´Âp�

is anL-labeledP/Tnetandwheres is abagover P denotingthemarkingof thenet.Thesetof
all marked,L-labeledP/Tnetsis denotedÃ � L � .
Thebehavior of marked, labeledP/T netsis definedby a so-calledfiring rule, which is simply a transition
relationdefiningthechangein thestateof amarkednetwhenexecutinganaction.To definethefiring rule,
it is necessaryto formalizewhenanetis allowedto executeacertainaction.

Definition 5.5. (Transition enabling) Let
�
N
�
s
�

be a marked, labeledP/T net in Ã � L � , where N D�
P
�
T
�
F
�´Âp�

. A transitiont  T is enabled, denoted
�
N
�
s
�
[t Ä , if andonly if eachof its inputplacescontains

at leastonetoken.Thatis,
�
N
�
s
�
[t Ä¶W it � s. (Notethatthesetit is interpretedasa bag.)

Example 5.6. In themarkednetof Figure5.3, transitionrcmd is enabled.Noneof theothertransitionsis
enabled.

Whena transitiont of a labeledP/T net is enabled,thenetcanfire this transition. Uponfiring, t removes
a tokenfrom eachof its input placesandit addsa tokento eachof its outputplaces.This meansthatupon
firing t , themarkednet

�
N
�
s
�

changesinto anothermarkednet
�
N
�
s
�

it À ot
�
. Whenfiring a transition,

thelabeledP/Tnetexecutesanaction, which is representedby its label.
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Definition 5.7.(Firing rule) Thefiring rule [ Ä � Ã � L �¶� L
� Ã � L � is thesmallestrelationsatisfying

for any
�
N
�
s
�

in Ã � L � , with N D � P � T � F �´Âp� , andany t  T ,�
N
�
s
�
[t Ä � �

N
�
s
�

[
Â��

t
� Ä � N � s � it À ot

�
.

Tokensthatareremovedfrom themarkingwhenfiring atransitionarereferredto asconsumedtokensor the
consumptionof a transition;tokensthatareaddedto themarkingarereferredto asproducedtokensor the
productionof a transition.

Example 5.8. In the labeledP/T netof Figure5.3, firing transitionrcmdchangesthemarkingfrom [cmd
�

imt] to [tcmd
�
imt], thusenablingtransitionpmat. Firing transitionpmatyields the marking[tprdy

�
pmt].

This new markingenablesbothtransitionssprdy andomat. Thesetwo transitionsareindependentandcan,
therefore,befired in arbitraryorder, yielding thefinal marking[prdy

�
omt]. Concurrency is representedin

a very naturalway in Petri-netmodels.Since,in thenetof Figure5.3, the labelingfunction is simply the
identity function,uponfiring a transitiont actiont is performed.

In Section2, processspaceshavebeenintroducedasthebasicsemanticframework of thispaper. Thedefini-
tionsgivensofar in thissubsectionconstituteaprocessspace,namelytheprocessspace

� Ã � L �-� L � [ Ä � � � .
LabeledP/T netsrepresentprocesses,labelscorrespondto actions,andthe firing rule definesa transition
relation;theterminationpredicateis theemptyset.Thelattermeansthatthesemanticsfor labeledP/T nets
definedby theabove processspacedoesnot distinguishsuccessfulterminationanddeadlock.This corre-
spondsto theusualsemanticsfor Petrinets(see,for example,[55, 59, 64]). In thenext section,a subclass
of labeledP/T netsis introducedfor modelingobjectlife cycles;thesemanticsfor this classof labeledP/T
netsdoesdistinguishsuccessfulterminationanddeadlock.

Sincethe semanticsof labeledP/T nets is capturedby meansof a processspace,we automatically
obtainawell-definednotionof equivalenceof P/Tnets,namely(rooted)branchingbisimilarity asdefinedin
Definition 2.8. Thefactthatrootedbranchingbisimilarity is alsothesemanticequivalencein thesemantics
of theequationaltheoryof Section3 easesthetranslationof theinheritancenotionsof theprevioussection
to the Petri-netframework. In the rich literatureon Petri nets,many differentsemanticsappearfor many
differentpurposes.In particular, so-calledstepsemanticsallow thattransitionsthatareconcurrentlyenabled
canfire simultaneously;othersemanticsdefinethe behavior of Petri netsin termsof partial orders. Step
semanticsandpartial-ordersemanticsareusually meantfor studyingconcurrency and causality. In this
paper, theroleof concurrency andcausalityis lessimportant.Therefore,wehavechosenthesamesemantic
framework for both the process-algebraictheoryof Section3 andthe Petri-netframework of this section.
Goodstartingpointsfor readersinterestedin concurrency- andcausality-relatedsemanticsfor Petrinetsare
[19, 61]. A studyof concurrency andcausalityin an ACP-style process-algebraicsettinginspiredby the
treatmentof thesenotionsin Petri-nettheorycanbefoundin [8].

5.3 Analysis of labeledP/T nets

P/T-netmodelscanbeanalyzedin many differentways.An importantclassof analysistechniquesfocuses
on propertiesof suchmodels. The basicideais that propertiesof a systemor processcanbe phrasedin
termsof propertiesof its P/T-netmodel.This subsectionpresentsa selectionof propertiesthatcanbeused
to analyzelabeledP/T nets.This selectionis not exhaustive. However, it is sufficient for theremainderof
this paper. Note that the labelingfunction in labeledP/T netsis oftenonly usedfor modelingpurposes.It
usuallydoesnot affect analysistechniques.Nevertheless,thetechniquespresentedin theremainderof this
sectionaredefinedfor labeledP/T nets,becauselabelingplaysa role in thenext section.

Somepropertiesof labeledP/T netsare definedon the structureof a net, whereasother properties
concerntheir behavior. Thefirst propertydefinedin this subsectionis a simplestructuralpropertywhich is
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oftenconvenientin theanalysisof P/T nets.Thereflexive andtransitive closureof a relation R is denoted
R� ; theinverseof relationR is denotedRÅ 1.

Definition 5.9. (Connectedness)A labeledP/T net N D �
P
�
T
�
F
�´ÂV�

is weaklyconnected, or simply con-
nected, if andonly if, for every two nodesx andy in P 4 T , x

�
F 4 F Å 1 � � y. Net N is stronglyconnectedif

andonly if, for every two nodesx andy in P 4 T , xF � y.

Example5.10.TheP/Tnetin Figure5.3 is connected,but not stronglyconnected.

Thenext definition is fundamentalin theanalysisof P/T nets. It definesthesetof markingsthata P/T net
canreachfrom its initial marking.Thesetof reachablemarkingsof a P/T net is alsocalledthestatespace
of thenet.Recallthatthesemanticsof labeledP/T netsis capturedin theprocessspace

� Ã � L �-� L � [ Ä � � � .
Thus,thereachabilityrelation ���� � Ã � L �µ� Ã � L � canbedefinedasin Definition2.2.

Definition 5.11.(Reachablemarkings) Thesetof reachablemarkingsof amarked,labeledP/Tnet
�
N
�
s
�  Ã � L � with N D � P � T � F �´Âp� , denoted[N

�
sÄ , is definedastheset 5 s�  qs � P � } � N � s� ���� �

N
�
s� � 8 .

Sometimesit is convenientto know thesequenceof transitionsthatarefired in orderto reachsomegiven
marking. This paperusesthe following notationsfor sequences.Let A besomealphabetof identifiers.A
sequenceof lengthn, for somenaturalnumbern  IN, overalphabetA is afunction { : 5 0 � '�'�' � n � 18 
 A.
The sequenceof length zero is called the empty sequenceand written Æ . For the sake of readability, a
sequenceof positive lengthis usuallywritten by juxtaposingthefunctionvalues:For example,a sequence{ÇD�5 � 0 � a�-�	� 1 � a���	� 2 � b� 8 , for a

�
b  A, is written aab. Thesetof all sequencesof arbitrarylengthover

alphabetA is written A� .
Definition 5.12. (Firing sequence)Let

�
N
�
s0
�

with N D �
P
�
T
�
F
�´Âp�

be a marked, labeledP/T net inÃ � L � . A sequence{¬ T � is calleda firing sequenceof
�
N
�
s0
�

if andonly if, for somenaturalnumber
n  IN, thereexist markingss1

� '�'�' � sn  qs � P � andtransitionst1
� '�'�' � tn  T suchthat {�D t1 '�'�' tn and,for

all i with 0 � i È n,
�
N
�
si
�
[ti É 1 Ä andsi É 1 D si

�
iti É 1 À oti É 1. (Note thatn D 0 implies that {9D¬Æ and

that Æ is a firing sequenceof
�
N
�
s0
�
.) Sequence{ is saidto beenabledin markings0, denoted

�
N
�
s0
�
[ {¶Ä .

Firing thesequence{ resultsin theuniquemarkingsn, denoted
�
N
�
s0
�

[ {µÄ � N � sn
�
.

Thefollowing propertyis a direct resultof thedefinitionsgivensofar. It statesthata markingof a labeled
P/Tnetis reachableif andonly if thereis afiring sequenceleadingto thatmarking.

Property 5.13.Let
�
N
�
s
�

with N D �
P
�
T
�
F
�´Âp�

bea marked, labeledP/T net in Ã � L � . For any marking
s�Q ts � P � , s�! [N

�
sÄ if andonly if thereexistsafiring sequence{ of

�
N
�
s
�

suchthat
�
N
�
s
�

[ {µÄ � N � s� � .
Proof. Definitions5.11(Reachablemarkings)and5.12(Firing sequence). a
Example 5.14.It is straightforward to verify thatthesetof reachablemarkingsof theP/T netin Figure5.3
equals5 [cmd

�
imt]

�
[tcmd

�
imt]

�
[tprdy

�
pmt]

�
[prdy

�
pmt]

�
[tprdy

�
omt]

�
[prdy

�
omt] 8 . Marking [prdy

�
pmt] is

theresultof firing sequencercmdpmatsprdy.

Property5.13is veryoftenusedin reasoningaboutreachablemarkingsof P/Tnets.Sinceit is sofundamen-
tal, in theremainder, it is notexplicitly referencedeachtime it is usedin aproof.

Thefollowing propertyis oftenusefulwhenanalyzingthesetof reachablemarkingsof aP/Tnet.

Property 5.15. (Monotonicity of reachablemarkings) Let
�
N
�
s
�

with N D �
P
�
T
�
F
�´ÂV�

be a marked,
labeledP/Tnetin Ã � L � . Let s� ands� � in s � P � betwo markingsof N. If s� is areachablemarkingin [N

�
sÄ ,

thenmarkings�%À s� � is reachablefrom s À s� � ; thatis, s�VÀ s� �! [N
�
s À s� �¦Ä .

Proof. It is a straightforward consequenceof the observation that any firing sequenceof
�
N
�
s
�

is alsoa
firing sequenceof

�
N
�
s À s� � � thatdoesnotaffect thetokensin s� � . a
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Example5.14shows that it canbestraightforward to calculatethesetof reachablemarkingsof a P/T net.
However, in general,thestatespaceof anon-trivial P/Tnetcanbevery largeor eveninfinite.

Definition 5.16.(Boundedness)A marked,labeledP/Tnet
�
N
�
s
�  ?Ã � L � is boundedif andonly if theset

of reachablemarkings[N
�
sÄ is finite.

The following propertycharacterizesboundedness;it is particularlyuseful to prove that a P/T net is un-
bounded.

Property 5.17.(Characterization of boundedness)A net
�
N
�
s
�  �Ã � L � is boundedif andonly if, for any

markingss�  [N
�
sÄ ands� �  [N

�
s� Ä , s� �QÊ s� impliess� � D s� .

Proof. See[59, Section4.2.1.1],wherethe propertyis formulatedasa propertyof the coverability tree
(called the reachabilitytree in [59]). The property is a direct result of Property5.15 (Monotonicity of
reachablemarkings)andthefactthatthecoverability treeof a labeledP/Tnetis alwaysfinite. a

pmt

rcmd

tcmd tprdy

sprdy

pmat omat
omt

scmd

rmat
imt

cmd prdy

Figure5.18:An exampleof a liveandunboundedP/Tnet.

Example5.19.TheP/Tnetof Figure5.3is bounded.Example5.14showsthatits statespaceisfinite. Figure
5.18shows avariantof theP/Tnetof Figure5.3. It containstwo new transitions,modelinganoperatorthat
sendscommandsto theproductionunit (scmd) andreplenishesinputmaterial(rmat). Theinitial markingis
theemptybag0. As before,it is assumedthatthelabelingfunctionis theidentity function. It is notdifficult
to seethat the net of Figure5.18 is unbounded.Sincethe two abovementionedtransitionshave no input
places,they arecontinuouslyenabled.Therefore,thenumberof tokensin placescmdandimt, andthusall
otherplaces,canincreaseindefinitely. Property5.17canbeusedto prove unboundednessformally. Firing
transitionscmdleadsto marking[cmd], which is strictly larger thantheinitial marking0.

Another propertyof a P/T-net model, which is often meaningfulfrom a designpoint of view, is that it
containsnoso-calleddeadtransitions.A deadtransitionis a transitionthatis never ableto fire.

Definition 5.20.(Deadtransition) Let
�
N
�
s
�

bea marked,labeledP/T netin Ã � L � . A transitiont  T is
deadin

�
N
�
s
�

if andonly if thereis no reachablemarkings�  [N
�
sÄ suchthat

�
N
�
s� � [t Ä .

A propertystrongerthantheabsenceof deadtransitionsis liveness.A P/Tnetis live if andonly if, nomatter
what markinghasbeenreached,it is alwayspossibleto enablean arbitrary transitionof thenetby firing
any numberof othertransitions.

Definition 5.21. (Li veness)A marked, labeledP/T net
�
N
�
s
�  �Ã � L � with N D �

P
�
T
�
F
�´Âp�

is live if
andonly if, for every reachablemarkings�� [N

�
sÄ andtransitiont  T , thereis a reachablemarking

s� �  [N
�
s� Ä suchthat

�
N
�
s� � � [t Ä .
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Property 5.22.A live marked,labeledP/Tnetdoesnothave any deadtransitions.

Proof. Definitions5.20and5.21. a

rdy

tprdytcmd

empty

rcmd

bsy

sprdy

imt

pmat omat

rmat

omt

pmt

prdycmd

scmd

Figure5.23:An exampleof a live andboundedP/T net.

Example 5.24.The P/T net of Figure5.18 is live. Figure5.23shows anotherexampleof a live P/T net.
It is a variantof the productionunit of Figure5.18. It containsthreeextra places. A token in placerdy
meansthat theunit is readyto receive a command;a token in bsymeansthat it is busyprocessing;a token
in emptymodelsthat theunit containsno material.Anotherdifferencewith theunit of Figure5.18is that
theprocessing-readysignalis not sentimmediatelyafterprocessing,but only after theoutputmaterialhas
beendelivered.A final differenceconcernsthecommandsandtheinput materialfor theunit. Theoperator
only sendsa new commandto theunit aftera processing-readysignalhasbeenreceived. Material is only
replenishedafteroutputmaterialhasbeendelivered.Initially, two commandshavebeensentto theunit and
threepiecesof input materialareavailable.

It is possibleto prove that the two P/T netsof Figures5.18and5.23arelive by analyzingtheir state
spaces.From suchan analysis,it also follows that the net of Figure5.23 is bounded,whereaswe have
alreadyseenthatthenetof Figure5.18is unbounded.

TheP/Tnetof Figure5.3is not live. Again,this follows easilyfrom thestatespace(seeExample5.14).

A markingof a markedP/T net is calleda homemarkingif andonly if it is reachablefrom every marking
reachablefrom the initial marking. Homemarkingsplay an importantrole in the analysisof termination
behavior anditerative behavior. Considera marked P/T net that is definedto terminatesuccessfullywhen
somegiven markingis reached.If this markingis a homemarking,it meansthat the P/T net alwayshas
theoptionto terminatesuccessfully. If theinitial markingis a homemarkingof thenet,thenits behavior is
iterative.

Definition 5.25.(Home marking) Let
�
N
�
s
�

bea marked,labeledP/T net in Ã � L � . A reachablemarking
s�  [N

�
sÄ is ahomemarkingof

�
N
�
s
�

if andonly if, for any reachablemarkings� �  [N
�
sÄ , s�  [N

�
s� � Ä .

Example5.26.Theinitial markingof theP/Tnetof Figure5.23is a homemarking.

Thefollowing definitiondefinesthenotionof asubnetof aP/T net.
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Definition 5.27.(Subnet)Let N D �
P
�
T
�
F
�´Âp�

bean L-labeledP/T net. A P/T net S D �
P0
�
T0
�
F0
�´Â

0
�

with P0
�

P andT0
�

T is asubnetof N if andonly if F0 D F
*½�7�

P0
�

T0
� 4 � T0

�
P0
�7�

and
Â

0 D Âª*Ë� T0
�

L
�
.

SubnetS is saidto begeneratedby thesetof nodesP0 4 T0.

pmat

tprdytcmd

rcmd sprdy

pmt

prdycmd

scmd

omat

Figure5.28:A subnetof theP/Tnetof Figure5.23.

Example 5.29.ConsidertheP/T net of Figure5.23. Figure5.28shows its subnetgeneratedby thesetof
nodes5 cmd

�
rcmd

�
tcmd

�
pmat

�
pmt

�
omat

�
tprdy

�
sprdy

�
prdy

�
scmd8 .

Thefollowing definitiondefinesavery specifickind of subnet.

Definition 5.30.(S-component)Let N D � P � T � F �´ÂV� beanL-labeledP/Tnet.SubnetS D � P0
�
T0
�
F0
�´Â

0
�

of N with P0 nD®� is anS-componentof N if andonly if i) S is stronglyconnected(seeDefinition 5.9), ii )
for every transitiont  T0, } iSt }ªD¬} oSt }	D 1, andiii ) for every placep  P0, iN p 4 oN p

�
T0.

Example5.31.TheP/Tnetof Figure5.28is anS-componentof theP/Tnetof Figure5.23.

A characteristicpropertyof anS-componentof someP/T net is that thenumberof tokensin theplacesof
the S-componentis constantfor all reachablemarkingsof the P/T net. Recall that, for somebagY over
alphabetA andelementa  A, Y

�
a
�

denotesthenumberof occurrencesof a in Y. For any X
�

A, Y
�
X
�

denotesthetotal numberof occurrencesof elementsof X in Y; thatis, Y
�
X
� D � c a : a  X : Y

�
a
�v�

.

Property 5.32.Let
�
N
�
s
�

bea marked,labeledP/Tnetin Ã � L � ; let
�
P
�
T
�
F
�´ÂV�

beanS-componentof N.
For any reachablemarkings�  [N

�
sÄ , s� � P � D s

�
P
�
.

Proof. Inductionon thelengthof any firing sequenceneededto reachmarkings� from markings. a
Example 5.33.Consideragainthe P/T net of Figure5.23 and its S-componentof Figure5.28. It is not
difficult to seethatthenumberof tokensin theS-componentis two for every reachablemarking.

Property5.32hasmany interestingconsequences.The following propertystatesthat themarkingof a live
connectedP/Tnetmarksall of its S-components.

Property 5.34.Let
�
N
�
s
�

with N D �
P
�
T
�
F
�´ÂV�

bea live marked,connectedP/T net in Ã � L � suchthat
T nDm� . For every S-component

�
P0
�
T0
�
F0
�´Â

0
�

of N, s
�
P0
�¢¿

0.
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Proof. If N hasno placesthepropertyis trivial. Therefore,assumethat P nD�� . Let
�
P0
�
T0
�
F0
�´Â

0
�

bean
S-componentof N suchthat P0 nD�� . Assumethats

�
P0
� D 0. It follows from theassumptionsthat N is

connectedandT nD®� andDefinitions5.9 (Connectedness)and5.30(S-component)thatT0 nD®� . Property
5.32 implies that any of the placesin P0 is unmarked in any markingreachablefrom s. Thus, it follows
from Definitions5.20(Deadtransition)andagain5.30(S-component)thatall transitionsin T0 aredeadin�
N
�
s
�
. However, thiscontradictsProperty5.22,whichstatesthataliveP/Tnetcannothavedeadtransitions.

Hence,s
�
P0
�¢¿

0. a
Thissubsectionendswith two propertiesthatasetof placesof alabeledP/Tnetmayexhibit. A setof places
X of a P/T netis calleda trapif every transitionthatneedsa tokenfrom X to fire alsoreturnsa tokento X.
Thepresetandpostsetof asetof nodesX of aP/Tnetaredefinedasfollows: iX D � 4 x : x  X : ix

�
and

oX D � 4 x : x  X : ox
�
.

Definition 5.35.(Trap) Let N D �
P
�
T
�
F
�´ÂV�

bea labeledP/T net. A setof placesX
�

P is calleda trap
if andonly if oX

�
iX. A trapis proper if andonly if it is not theemptyset.

A characteristicpropertyof a trapis that,onceit becomesmarked,it remainsmarked.

Property 5.36.Let
�
N
�
s
�

be a labeledP/T net with N D �
P
�
T
�
F
�´Âp�

. Let X
�

P be a trap of N. If
s
�
X
�6¿

0, then,for every reachablemarkings�  [N
�
sÄ , s� � X �¢¿ 0.

Proof. Definitions5.35(Trap),5.11(Reachablemarkings),and5.7(Firing rule). a
Example5.37.ConsideragaintheP/Tnetof Figure5.23.Thefollowing setsof placesaretraps: 5 rdy

�
bsy8 ,5 empty

�
pmt8 , 5 cmd

�
bsy
�
prdy8 , 5 rdy

�
tcmd

�
pmt

�
tprdy8 , 5 cmd

�
tcmd

�
pmt

�
tprdy

�
prdy8 , and 5 imt

�
pmt

�
omt8 .

By definition, the union of any numberof trapsis againa trap. The P/T net of Figure5.23hasno other
propertrapsthanthesix mentionedabove andtheonesthatconsistof theunionof any numberof thesesix
traps.

Notethat theplacesof anS-componentof a P/T netconstitutea trap. (It is aninterestingexerciseto prove
this formally.)

A setof placesX of a labeledP/T net is calleda siphonif andonly if every transitionthatputsa token
in X uponfiring alsoconsumesa tokenfrom X.

Definition 5.38.(Siphon) Let N D �
P
�
T
�
F
�´ÂV�

be a labeledP/T net. A setof placesX
�

P is calleda
siphonif andonly if iX

�
oX. A siphonis proper if andonly if it is not theemptyset.

A characteristicpropertyof asiphonis that,onceit becomesunmarked,it alwaysremainsunmarked.

Property 5.39.Let
�
N
�
s
�

be a labeledP/T netwith N D �
P
�
T
�
F
�´ÂV�

. Let X
�

P be a siphonof N. If
s
�
X
� D 0, then,for every reachablemarkings�N [N

�
sÄ , s� � X � D 0.

Proof. Definitions5.38(Siphon),5.11(Reachablemarkings),and5.7(Firing rule). a
Example 5.40.ConsideragainFigure5.23. In this particularexample,thesetof siphonsof theP/T net is
identicalto its setof trapsgivenin Example5.37.

Notethattheplacesof anS-componentof aP/T netform asiphonof thenet.
In this subsection,a non-exhaustive selectionof propertiesof labeledP/T netshasbeenpresented.

However, someimportantaspectshavenotyetbeenaddressed.Is it alwayspossibleto decidewhethersome
markingof a labeledP/Tnetis reachablefrom its initial marking?Or whetherit is ahomemarking?And is
it alwayspossibleto decidewhethersomegivenlabeledP/Tnetis boundedor live?Theanswerto all these
questionsis affirmative. However, thealgorithmsarevery complex andinefficient. The readerinterested
in thesealgorithms,and in decidabilityandcomplexity resultsfor P/T netsin general,is referredto the
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literature.Goodstartingpointsare[31, 32]. A solutionto improve theefficiency of analysistechniquesfor
P/T netsis to considersubclassesof P/T nets.As mentioned,theclassof so-calledfree-choiceP/T netsis
particularlyinterestingin thiscontext.

5.4 Free-choiceP/T nets

Free-choiceP/T netsarecharacterizedby the fact that two transitionssharingan input placealwaysshare
all their inputplaces.Theclassof free-choiceP/Tnetscombinesa reasonableexpressive powerwith strong
analysistechniques.Consequently, free-choiceP/Tnetshave beenstudiedextensively in theliterature.The
most importantresultson free-choiceP/T netshave beenbroughttogetherin [27]. Exceptfor Property
5.54,all resultsin this subsectionappearin [27]. Themain theoremsaregivenwithout proof. Someother
resultsareaccompaniedwith proofs,becausetheproofsillustratetheuseof themaintheorems.Theresults
in this subsectionshow that traps,siphons,andS-componentsplay animportantrole in analyzingliveness,
boundedness,andhomemarkingsof free-choiceP/Tnets.

Definition 5.41.(Free-choiceP/T net) A free-choiceP/T net is a P/T net
�
P
�
T
�
F
�´ÂV�

asin Definition 5.1
suchthat,for all transitionst

�
u  T , eitherit

*
iu D_� or it D iu.

Note that, in Definition 5.41, free-choiceP/T netsare labeled. As mentioned,the labeling function is
includedfor modelingpurposes.It is not presentin thestandarddefinitionof free-choiceP/T netsasgiven
in, for example,[27]. Thelabelingfunctiondoesnot affect any of theresultspresentedin theremainderof
this section.

a b c

Figure5.42:A non-free-choiceconstruct:confusion.

Example 5.43.TheP/T netsof Figures5.3, 5.18,5.23,and5.28areall free-choice.Figure5.42shows a
typical non-free-choiceconstruct,calledconfusion.In the initial state,all threetransitionsa, b, andc are
enabled.Transitionsa andc areindependent;they do not shareany input places.However, bothtransitions
competefor a token with transitionb andare thus in conflict with b. The constructis calledconfusion,
becausefiring, for example,transitiona solves the conflict betweenthe other two transitionsb andc in
favor of c. After a hasfired only c is enabled.

The first main theoremof this subsectionstatesthat a connectedfree-choiceP/T net is live if andonly if
every propersiphonincludesaninitially markedtrap.

Theorem 5.44.(Commoner’s theorem) Let
�
N
�
s
�

with N D �
P
�
T
�
F
�´Âp�

be a marked, connectedfree-
choiceP/Tnetin Ã � L � suchthatT is notempty. Net

�
N
�
s
�

is live if andonly if everypropersiphonX
�

P
containsa trapY

�
X suchthats

�
Y
��¿

0.

Proof. [27, Section4.3] a
Example 5.45.Considerthe free-choiceP/T net of Figure5.18. It is not difficult to seethat this P/T net
doesnothaveany siphons.Hence,it trivially satisfiestheconditionof Theorem5.44,whichmeansit is live.
Figure5.23showsanotherfree-choiceP/Tnet. Its trapsandsiphonsaregivenin Examples5.37and5.40.It
follows immediatelythatthenetsatisfiestheconditionof Commoner’s theorem,whichmeansthatalsothis
netis live. Finally, considerthefree-choiceP/Tnetof Figure5.3.Thesetconsistingof thesingleplacecmd
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is asiphon.Sinceit is nota trap,theconditionof Commoner’s theoremis not satisfied.As a result,theP/T
netof Figure5.3 is not live. Notethat theresultsof this exampleconformto theconclusionsdrawn earlier
in Example5.24.

Theorem5.44(Commoner’s theorem)canbeusedto prove the following interestingpropertyof live free-
choiceP/T nets. It saysthata live free-choiceP/T net remainslive whenanarbitrarynumberof tokensis
addedto its marking. Thebasicideaof theproof is thataddingtokensto a markingcannotinvalidatethe
requirementsof Commoner’s theorem.

Property 5.46.(Monotonicity of liveness)Let
�
N
�
s
�

with N D �
P
�
T
�
F
�´ÂV�

bea live marked,free-choice
P/Tnetin Ã � L � ; let s�  qs � P � beamarkingof N. Themarked,free-choiceP/Tnet

�
N
�
s À s� � is live.

Proof. SinceCommoner’s theoremis only valid for connectedfree-choiceP/T nets,N is partitionedinto
connectedsubnetswithout any connectionsbetweenthem. Formally, let N0 D �

P0
�
T0
�
F0
�´Â

0
�-� '�'�' � Nn D�

Pn
�
Tn
�
Fn
�´Â

n
�
, for somen  IN, be connectedsubnetsof N suchthat, for all i with 0 � i � n, Ni

is generatedby Pi 4 Ti . Furthermore,assumethat P0 throughPn, T0 throughTn, and F0 throughFn are
partitioningsof P, T , andF , respectively. Clearly, it follows from Definition 5.21(Liveness)that,for any
markings  �s � P � , � N � s� is live if andonly if, for all i with 0 � i � n,

�
Ni
�
s } Á Pi

�
is live.

Let Ni , for somei with 0 � i � n, be an arbitrarysubnetof N asdefinedabove. To prove Property
5.46,it sufficesto show that, for arbitrarymarkingss

�
s�µ .s � Pi

�
,
�
Ni
�
s À s� � is live from theassumption

that
�
Ni
�
s
�

is live. If Ti D_� ,
�
Ni
�
s À s� � is live. Therefore,assumethatTi nD_� . Notethat,sinceN is free-

choice,alsoNi is free-choice.Thus,it follows from theassumptionthat
�
Ni
�
s
�

is live andTheorem5.44
(Commoner’s theorem)thatevery propersiphonX

�
Pi of Ni containsa trapY

�
X suchthats

�
Y
�½¿

0.
Consequently, everypropersiphonX

�
Pi containsatrapY

�
X suchthat

�
s À s� ��� Y ��¿ 0. AgainTheorem

5.44yieldsthat
�
Ni
�
s À s� � is live. a

Notethat livenessis not monotonefor ordinarylabeledP/T nets. It is a niceexerciseto find a live P/T net
that is no longerlive whenoneor moretokensareaddedto the initial marking. For the impatientreader,
Figure7.26in Section7.6containsanexampleof suchanet.

Recall Property5.34 which statesthat the marking of a live connectedP/T net marksall of its S-
components.It canbestrengthenedfor acertainclassof free-choiceP/Tnets.

Property 5.47.Let
�
N
�
s
�

with N D � P � T � F �´ÂV� bea liveandboundedmarked,connectedfree-choiceP/T
netsuchthat T is not empty. Let s�µ �s � P � bea markingof N. ThemarkedP/T net

�
N
�
s� � is live if and

only if, for every S-component
�
P0
�
T0
�
F0
�´Â

0
�

of N, s� � P0
�q¿

0. That is,
�
N
�
s� � is live if andonly if s�

marksevery S-componentof N.

Proof. Theimplicationfrom left to right follows immediatelyfrom Property5.34.Theotherimplicationis
a consequenceof Theorem5.44(Commoner’s theorem)andseveral resultsconcerningsiphonsandtraps,
see[27, Section5.2] for details. a
An S-cover of a labeledP/T net is a setof S-componentssuchthateachplaceof thenet is containedby at
leastoneS-component.

Definition 5.48.(S-cover) Let N D �
P
�
T
�
F
�´Âp�

bean L-labeledP/T net; let C bea setof S-components
of N. SetC is calledanS-cover of N if andonly if, for every placep  P, thereexistsanS-component�
P0
�
T0
�
F0
�´Â

0
�

in C suchthat p  P0.

Thesecondimportanttheoremof thissubsectionis theS-coverability theorem.

Theorem 5.49.(S-coverability theorem) Let
�
N
�
s
�

be a live andboundedmarked, free-choiceP/T net.
Net N hasanS-cover.
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Proof. [27, Section5.1] a
Example 5.50.In Example5.24,it wasarguedthat theP/T netof Figure5.23is live andbounded.Since
thisP/Tnetis free-choice,it musthaveanS-cover. It is notdifficult to verify thatthefour subnetsgenerated
by thesetsof nodes5 cmd

�
rcmd

�
tcmd

�
pmat

�
pmt

�
omat

�
tprdy

�
sprdy

�
prdy

�
scmd8 , 5 rdy

�
rcmd

�
bsy
�
sprdy8 ,5 empty

�
pmat

�
pmt

�
omat8 , and 5 imt

�
pmat

�
pmt

�
omat

�
omt

�
rmat8 areS-componentsthat form an S-cover.

Thefirst oneof theseS-componentsis theoneshown in Figure5.28. Notethat themarkingin Figure5.23
marksall S-components,whichconformsto Property5.47.

TheS-coverability theoremcanbeusedto prove thefollowing propertyof liveandboundedfree-choiceP/T
nets.

Property 5.51.Let
�
N
�
s
�

with N D �
P
�
T
�
F
�´ÂV�

be a live andboundedmarked, free-choiceP/T net inÃ � L � . For every markings�  ts � P � , net
�
N
�
s� � is bounded.

Proof. Accordingto Definition 5.16 (Boundedness),it mustbe shown that the setof reachablemarkings
[N
�
s� Ä is finite. First, note that the numberof tokensin markings� , s� � P � , is finite. Second,it follows

from Theorem5.49(S-coverability theorem)that N hasanS-cover C. Sincethenumberof placesof a P/T
net is finite, it follows from Definition 5.48(S-cover) that thenumberof S-componentsin C, }C } , is also
finite. Sinceevery S-componentinitially containsat mosts� � P � tokens,it follows from Property5.32that
every reachablemarkings� �6 [N

�
s�PÄ containsat mosts� � P � d3}C } tokens;that is, for every s� �¢ [N

�
s�PÄ ,

s� � � P � � s� � P � d«}C } . Sincethenumberof placesof N is finite, it follows that[N
�
s� Ä is finite. a

Thethirdandfinal theoremof thissubsectionstatesthatareachablemarkingof aliveandboundedconnected
free-choiceP/Tnetis ahomemarkingif andonly if it marksevery propertrapof thenet.

Theorem5.52.(Home-marking theorem)Let
�
N
�
s
�

with N D � P � T � F �´ÂV� bealiveandboundedmarked,
connectedfree-choiceP/Tnetin Ã � L � suchthatT is notempty. A reachablemarkings�  [N

�
sÄ is ahome

markingof
�
N
�
s
�

if andonly if, for every propertrap X
�

P, s� � X �¢¿ 0.

Proof. [27, Section8.2] a
Example 5.53.Consideragainthe P/T net of Figure5.23andits trapsgiven in Example5.37. Sincethe
initial markingmarksevery propertrap of the net, it is a homemarking,which conformsto the claim of
Example5.26.

The Home-markingtheoremcanbe usedto prove monotonicityof homemarkingsfor live andbounded
free-choiceP/Tnets.

Property 5.54.(Monotonicity of homemarkings) Let
�
N
�
s
�

with N D � P � T � F �´ÂV� bealiveandbounded
marked,free-choiceP/Tnetin Ã � L � . Let s� ands� � in s � P � betwo markingsof N. If s� is ahomemarking
of
�
N
�
s
�
, thens�pÀ s� � is ahomemarkingof

�
N
�
s À s� � � .

Proof. If N hasno transitions,thepropertyis trivial. ThereforeassumethatT is notempty. Without lossof
generality, it mayalsobeassumedthat N is connected.(If N is not connected,it is possibleto considerthe
partitioningof connectedsubnetsof N, similar to theproof of Property5.46(Monotonicityof liveness).)

Assumethats� is ahomemarkingof
�
N
�
s
�
. Thegoalis to usetheHome-markingtheoremto prove that

s�VÀ s� � is a homemarkingof
�
N
�
s À s� � � . Thus,it mustbeshown that

�
N
�
s À s� � � is live andbounded,that

s� À s� �  [N
�
s À s� � Ä , andthats� À s� � marksevery propertrapof N.

Since
�
N
�
s
�

is live andbounded,Properties5.46and5.51yield that
�
N
�
s À s� � � is live andbounded.

Sinces� is a homemarkingof
�
N
�
s
�
, Definition 5.25(Homemarking)andProperty5.15(Monotonicityof

reachablemarkings)imply that s� À s� �  [N
�
s À s� � Ä . It follows from the Home-markingtheoremthat s�

markseverypropertrapof N and,thus,thats�GÀ s� � markseverypropertrapof N. As aresult,theconditions
of theHome-markingtheoremaresatisfiedproving thats� À s� � is ahomemarkingof

�
N
�
s À s� � � . a
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Similar to Property5.46(Monotonicityof liveness),Property5.54doesnot generalizeto ordinaryP/T nets
asdefinedin Definition 5.1. Figure7.26 in Section7.6 shows a live andboundedP/T net with a home
markingthatdoesnot satisfythemonotonicityrequirementstatedin Property5.54.

Thethreemaintheoremsof this subsection,Commoner’s theorem,theS-coverability theorem,andthe
home-markingtheorem,form the basisfor several efficient analysistechniquesfor free-choiceP/T nets.
Noneof the resultsgeneralizesto ordinaryP/T nets,althoughsomeof them(partially) generalizeto sub-
classesof P/Tnetsthatareslightly largerthanfree-choiceP/Tnets.Theinterestedreaderis referredto [27,
Chapter10].

6 Inheritance in the Petri-net Framework

Themaingoalof this andthe following sectionis to translatethe resultsof Section4 to a framework that
is closeto practicalobject-orientedmethodssuchasUML. Petri netsarewell suitedfor this purposefor
several reasons.First, they provide a graphicaldescriptiontechniquethat is easyto understand.Second,
Petri netshave an explicit representationof states.Third, it is naturalto modelconcurrency in Petri nets,
which is anadvantagewhenmodelingdistributedsystems.Fourth,they have a soundtheoreticalbasisand
many techniquesandtools areavailablefor the analysisof Petri nets. Finally, they arecloseto the state-
basedgraphicaltechniquesusedin practicalobject-orientedmethodsfor specifyingobjectlife cycles,such
asthestatechartdiagramsof UML.

Section6.1 formalizesthenotionof anobjectlife cycle in theframework of Petrinets. In Section6.2,
the four inheritancerelationsdefinedin Section4.1 are translatedto this framework. Section7 presents
several transformationruleson object life cycles. Thesetransformationrulesarebasedon the axiomsof
inheritanceof Section4.2. They canbe usedto transforma classinto a subclass,thus,reusinglife-cycle
designs.

The Petri-netframework of this andthe following sectionis moreexpressive andmorepowerful than
theprocess-algebraicframework of Section4. Thepriceto bepaidis thatthedefinitions,thetheorems,and
theproofsaremorecomplex. Thetranslationfrom processalgebrato Petrinetsshowshow thedevelopment
of a conceptin one formalism can inspire the developmentin anotherformalism. The formalizationof
inheritanceof behavior in processalgebrahasledto aclearconceptualunderstanding;thestudyin Petrinets
yieldsa framework closeto practicalobject-orientedmethods.

6.1 Object life cycles

An objectlife cyclespecifiestheorderin which themethodsof anobjectmaybeexecuted.Whenmodeling
a life cyclewith aPetrinet,a transitionfiring correspondsto theexecutionof amethod.Sincetheemphasis
is on theexecutionorderof methodsandnot on their implementationdetails,theformalismof labeledP/T
netsasintroducedin theprevioussectionis well suitedasthebasicPetri-netframework for modelinglife
cycles andstudyinginheritanceof behavior. Transitionlabelscorrespondto methodidentifiers. At this
point, it is clearwhy transitionlabeling is includedin our P/T-net framework. It is necessary, becausea
singlemethodmayoccurseveral timesin thelife cycle of anobject.As in Section4, thesetof methodsis
denotedM. RecallthatM includestheidentifier 2 to modelinternalmethods.Thesetof externalmethods
M
¨ 5v2�8 is denotedE. However, notevery M-labeledP/Tnetis anobjectlife cycle.

It is importantto seethat a life cycle refersto a singleobject. It sufficesto considerjust oneobject,
becausemultiple objectsof thesameclassinteractvia theexecutionof methodsandnotdirectlyvia thelife
cycle. A P/Tnetdefininga life cyclehasexactlyoneinitial or input placei . Placei hasno input transitions.
A tokenin placei modelsthefactthatthecorrespondingobjecthasnotyetbeencreated.Whenconsidering
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thebehavior of anobjectasit is specifiedby aP/Tnetwith aninputplacei , in theinitial marking,placei is
theonly placemarkedandit containsonly asingletoken.

To modelobjecttermination,anobjectlife cycle hasa uniquefinal or outputplaceo. An objecttermi-
nateswhen,andonly when,it reachesthe markingof a singletoken in o. In addition,if a markinghasa
token in o, it mustbe the only token in the marking. This meansthat, uponterminationof an object,all
informationabouttheobjectis removed. Furthermore,it is assumedthat it is alwayspossibleto terminate.
However, thisdoesnotmeanthatanobjectis forcedto terminate.In technicalterms,marking[o] mustbea
homemarkingof theP/Tnetmodelinganobjectlife cycle,asdefinedin Definition 5.25.

In addition to the above requirements,a P/T net modelinga life cycle is assumedto be connected,
as definedin Definition 5.9. Furthermore,a life cycle may not have any deadtransitions,as definedin
Definition 5.20. Theserequirementsaretechnicallyconvenient. They arealsomeaningfulfrom a design
pointof view. Placesin apartof theP/Tnetthatis notconnectedto theinitial placei will remainunmarked
whenstartingfrom theinitial marking[i ], no matterwhattransitionsarefired. Deadtransitionscorrespond
to methodsthatcannotbeexecuted.Hence,it is not meaningfulto modela life cycle with anunconnected
P/Tnetor a P/Tnetwith deadtransitions.

Theabove considerationsarepartly relatedto thestaticstructureof anobjectlife cycle andpartly to its
behavior, in particular, its terminationbehavior. Therefore,it is importantto fix thesemanticframework for
M-labeledP/Tnetsthatis usedthroughouttheremainder. Assumethattheuniverseof identifiersU contains
thespecialidentifiersi ando.

Definition 6.1.(Semanticsof M-labeledP/T nets)Thesemanticsof marked,M-labeledP/Tnetsis defined
by theprocessspace

� Ã � M �-� M � [ Ä �Ì
�� . Thesetof processesÃ � M � is thesetof all marked,M-labeledP/T
netsasdefinedin Definition5.4. Thetransitionrelation [ Ä is thefiring ruleof Definition5.7.Predicate



is

thesetof all markednets
�
N
�
[o]
�

in Ã � M � with N D � P � T � F �´Âp� ando  P, whereo is thespecialoutput
placein U introducedabove.

As before,theconsequenceof definingthesemanticsof M-labeledP/T netsin termsof a processspaceis
that we obtaina notion of equivalenceof P/T nets,namely(rooted)branchingbisimilarity. As explained
in Section2.2, the root conditionin thedefinition of rootedbranchingbisimilarity is crucial in a process-
algebraiccontext. However, it is notneededin a framework of P/T nets.On thecontrary, it is oftentedious
to have to take into accounttherootcondition.Therefore,in theremainder, branchingbisimilarity is chosen
asthebasicequivalence.However, all theresultsin thissectioncarryover to rootedbranchingbisimilarity.

Having definedthebasicsemanticframework, it is possibleto formally definethenotionof an object
life cycle. ThedefinitionusesDefinition 5.11thatdefinesthesetof reachablemarkingsof a P/T net. Note
that the behavioral propertiesin the definition areall definedwith respectto the markingconsistingof a
singletoken in thespecialplacei . In theremainder, we oftenimplicitly assumethat the initial markingof
anobjectlife cycle equals[i ].

Definition 6.2. (Object life cycle)Let N D �
P
�
T
�
F
�´ÂV�

beanM-labeledP/T net. Net N is anobjectlife
cycleif andonly if thefollowing conditionsaresatisfied:

i
�

Connectedness: N is weaklyconnected;
ii
�

Objectcreation: P containsaninputplacei  U suchthatii Dm� ;
iii
�

Objecttermination: P containsanoutputplaceo  U suchthatoo D_� ;
iv
�

Propertermination: for any reachablemarkings  [N
�
[i ] Ä , if o  s, thens D [o];

v
�

Terminationoption: marking[o] is ahomemarkingof
�
N
�
[i ]
�
;

vi
�

Deadtransitions:
�
N
�
[i ]
�

containsnodeadtransitions.

Thesetof all objectlife cyclesis denotedÍ .
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Figure6.3: An exampleof anobjectlife cycle.

Example6.4.Figure6.3showsanexampleof alabeledP/Tnetmodelingtheobjectlife cycleof aproduction
unit andits semantics.The firing rule is depictedby arrows. The statesin the semanticsarerepresented
by themarkingsof thenet. The life cycle shows concurrentaswell asiterative behavior. After receiving a
command,theunit startsits processingphase.In parallel,it sendsa start-processingsignalto theoperator.
Theprocessingphaseconsistsof zeroor morepreprocessingsteps,followedby themainprocessingaction.
Theunit finisheswith deliveringtheoutputmaterial.It is clearthattheobjectlife cycleof Figure6.3satisfies
the requirementsof Definition 6.2. In particular, it hasalwaysthe option to terminateandterminationis
alwaysproper.

Definition 6.2of anobjectlife cycle in theframework of P/T netsis moreinvolved thanthecorresponding
definition in the equationaltheory PA ; � M � (Definition 4.1). The main reasonfor this differenceis that
the theoryPA ; � M � doesnot containthe inaction constantnor doesit allow the specificationof iterative
behavior. A consequenceof theselimitations is that the terminationof an object life cycle specifiedin
PA ; � M � is alwaysguaranteed.LabeledP/Tnets,on theotherhand,inherentlyallow iterations,astheabove
exampleshows. It is alsonotdifficult to giveP/Tnetswhichwill never terminatedueto adeadlock.In other
words,labeledP/T netsaremoreexpressive thanclosedtermsover thesignatureof theequationaltheory
PA ; � M � . Oneof theconsequencesis thatit is necessaryto explicitly definetheterminationrequirementsin
thedefinitionof anobjectlife cycleabove.

An interestingquestionis whatpropertiesobjectlife cyclesexhibit. An exampleof a usefulpropertyis
thefollowing.

Property 6.5.Let N beanobjectlife cycle in Í . Themarkedlife cycle
�
N
�
[i ]
�

is bounded.

Proof. Assume
�
N
�
[i ]
�

is unbounded.Accordingto Property5.17(Characterizationof boundedness),there
exist markingss�  [N

�
[i ] Ä ands� �  [N

�
s� Ä suchthats� � ¿ s� . It follows from Requirementv

�
(Termination

option) of Definition 6.2 (Object life cycle) that [o]  [N
�
s�SÄ . Property5.15(Monotonicity of reachable

markings)yieldsthat[o] À � s� � � s� �  [N
�
s� � Ä . Sinces� � � s� isnotempty, thelattercontradictsRequirementiv

�
(Propertermination)of Definition 6.2(Objectlife cycle). Hence,

�
N
�
[i ]
�

is bounded. a
Thispropertyis onesteptowardsavery interestingresult,namelythatobjectlife cyclescanbecharacterized
in termsof livenessandboundedness.Thecharacterizationis takenfrom [2], whereit is givenfor so-called
soundworkflow nets.Soundworkflow netsarealmostidenticalto objectlife cycles.Thefollowing auxiliary
definition is neededto formulatethedesiredtheorem.Givena netwith an input placeandanoutputplace
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asin Definition6.2(Objectlife cycle), it definestheextensionof thenetwith anextra transitionconnecting
theoutputplaceto theinputplace.

Definition 6.6. Let N D �
P
�
T
�
F
�´Âp�

be an M-labeledP/T net satisfyingthe first threerequirementsof
Definition 6.2. Assumethat �t is an identifier in U that doesnot appearin P or T . The labeledP/T net�N D � �P � �T � �F � �Âp� is definedasfollows: �P D P, �T D T 4t5 �t 8 , �F D F 4q5 � o � �t �-�	� �t � i � 8 , and �Â D Â 4q5 � �t � 2 � 8 .
Thelabelof thenew transitionin theextendednetdoesnot play a role in thecharacterizationof objectlife
cycles.For thesake of convenience,thelabelis setto 2 .

Theorem 6.7.(Characterization of object life cycles)Let N beanM-labeledP/T netsatisfyingRequire-
mentsi

�
throughiii

�
of Definition6.2(Objectlife cycle). Net N is anobjectlife cycle if andonly if

� �N � [i ] �
is live andbounded.

Proof. Theproof is identicalto theproof of Theorem11 in [2], whichcharacterizessoundnessof workflow
netsin termsof livenessandboundedness.Therearetwo smalldifferencesbetweenthetwo theorems.First,
objectlife cyclesarelabelednetswhereasworkflow netsareunlabeled.However, labelingdoesnot play a
role in theproof. Second,thedefinitionof workflow netsrequiresthattheextensionwith anextra transition
connectingtheoutputplaceto theinput placeis stronglyconnected.However, this extra requirementis not
neededin theproof. a
Anotherinterestingquestionis whetherit is possibleto decideefficiently whethera labeledP/T net is an
objectlife cycle.

Theorem 6.8. (Decidability of object-life-cycleproperties) It is decidablewhetheranM-labeledP/T net
is anobjectlife cycle.

Proof. Requirementsi
�

throughiii
�

of Definition 6.2 aresimplestructuralpropertiesthat canbe checked
for any P/T netin a straightforwardway. Requirementsiv

�
, v
�
, andvi

�
canbederivedfrom thecoverability

treeof
�
N
�
[i ]
�

(see[59], whereit is calledthereachabilitytree).Sincethecoverability treeof a P/T net is
alwaysfinite, it is decidablewhetherN is anobjectlife cycle. a
Theexactcomplexity of decidingtheobject-life-cycle propertiesis still anopenquestion.However, some
known complexity resultsfor P/T nets(see,for example,[31, 32]) suggestthat they cannotbe decided
efficiently. First, decidingthe life-cycle propertiesby meansof the coverability tree,assuggestedin the
proof of Theorem6.8, requiresin theworstcasenon-primitive recursive space.Second,Requirementsiv

�
,

v
�
, andvi

�
of Definition 6.2 areall closely relatedto the questionwhethera marking is reachablefrom

someothermarking. This questionis decidable,but the exact complexity is unknown. It is only known
that thespacerequirementsof analgorithmto decidereachabilityareat leastexponentialin thenumberof
nodesof thenet,which is not particularlyefficient. Thequestionwhethersomegiven markingis a home
markingis decidable,but thecomplexity is unknown. Third, Theorem6.7shows thatobjectlife cyclescan
becharacterizedin termsof livenessandboundedness.Decidingboundednessfor labeledP/Tnetsis known
to be EXPSPACE-hard.The complexity of decidinglivenessis unknown. It is unlikely that decidingthe
combinationof livenessandboundednessrequireslessthanexponentialspace.

Althoughthecomplexity of decidingthelife-cyclepropertiesis discouraging,it is still possibleto verify
the propertiesby meansof the coverability tree in a relatively straightforward way for object life cycles
thatarenot too large. In addition,[46] givesconditionsfor a markedP/T net thatguaranteethat thenet is
live andbounded.It alsopresentsanalgorithmwhich is linear in thenumberof nodesof thenet to verify
theseconditions.Basedon Theorem6.7,thealgorithmof [46] providesanefficientprocedureto prove that
a P/T net is an object life cycle, althoughfailure of the algorithmdoesnot meanthat the net is not a life
cycle. Experiencewith casestudiesis neededto find out thepracticallimitations. In casetheP/Tnetsin an
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object-orienteddesignbecometoo complex for theautomaticverificationof life-cycle propertiesor if the
algorithmof [46] fails, therearetwo solutions.First, it is possibleto build life cyclesin a constructive way
by meansof transformationrulespreservingthe life-cycle properties.Second,it is possibleto restrictthe
classof P/T netsusedin thedesignin sucha way that theverificationof the life-cycle propertiesbecomes
moreefficient. Both solutionsarediscussedbriefly in theremainderof this subsection.

Thecharacterizationof objectlife cyclesin termsof livenessandboundednessof Theorem6.7already
provides the basisfor a useful set of transformationrulespreservinglife-cycle properties. The theorem
implies that transformationrulespreservinglivenessandboundednessof P/T netsalsopreserve life-cycle
properties.Startingwith anobjectlife cycle, theapplicationof any suchtransformationrule yieldsanother
objectlife cycle. Usingthisapproach,time-consumingverificationof life-cycle propertiesis notnecessary.
Theliteraturecontainsseveralstudieson transformationrulespreservinglivenessandboundednessof P/T
nets. In [2], a setof transformationrules is given that is designedfor the purposeof constructingsound
workflow nets. They cover designconstructssuchasthe additionof sequential,alternative, parallel,and
iterative behavior to a workflow net. Sincetheserulespreserve livenessandboundedness,they canalsobe
usedto constructobject life cycles. In [72], a very similar setof transformationspreservinglivenessand
boundednessof P/T netsis presented,althoughthecontext differs from thecontext of [2]. Otherliveness-
and-boundedness-preserving transformationrulescanbefound in [18, 26, 27, 30, 45, 55]. However, these
rulesaredevelopedfor the analysisof net modelsinsteadof their construction.Consequently, from the
designpoint of view, they do notalwayshave anintuitive meaning.Of course,this doesnotmeanthatthey
cannotbe usedduring the constructionof an object-orientedsystemdesign. Sincethe literaturealready
containssomany studieson transformationrulespreservinglivenessandboundednessof P/Tnets,they are
not furtherdiscussedin thispaper.

Another sourceof transformationrules preservingobject-life-cycle propertiesare the transformation
rulesintroducedin Section7, which aredevelopedfor thepurposeof constructingsubclassesof objectlife
cycles.For moredetails,thereaderis referredto Section7.

As mentioned,anothersolution to make the automaticverificationof life-cycle propertiesfeasibleis
to restrict the classof P/T netsallowed in the design. In Section5.4, the setof free-choiceP/T netshas
beenintroducedasaclassof netsthatcombinesexpressivenesswith stronganalysistechniques.It is known
thatdecidingthecombinationof livenessandboundednessfor marked,free-choiceP/Tnetscanbedonein
lineartime [46]. In combinationwith Theorem6.7,this leadsimmediatelyto thefollowing result.

Theorem 6.9. (Complexity of deciding life-cycle properties for fr ee-choiceP/T nets) It is decidablein
lineartimewhetheranM-labeled,free-choiceP/T netis anobjectlife cycleasdefinedin Definition6.2.

Proof. Theorem6.7andtheresultsof [46]. a
This last theoremis a small improvementof a resultin [2] for free-choiceworkflow nets. It is possibleto
relaxthefree-choicerequirementin Theorem6.9slightly while maintainingthesameefficiency in deciding
thelife-cycle properties(see[2]).

Anotherclassof P/T netsthat might be an interestingcandidatefor definingobject life cycles is the
classof well-handledP/T nets,asdefinedin [1, 3]. For well-handledP/T nets,it is alsopossibleto verify
theobject-life-cycle propertiesefficiently. As for free-choiceP/T nets,this resultis basedon Theorem6.7
(Characterizationof objectlife cycles).For moredetails,theinterestedreaderis referredto [1, 3].

6.2 Inheritance relations

Definition 6.2 formalizesthe notion of an object life cycle in termsof P/T nets. The next step in the
translationof the process-algebraicframework of Section4 to P/T netsis the formalizationof the four
inheritancerelationsof Definition 4.5. Recallthat theserelationsareall definedin termsof two operators,
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namelyencapsulationandabstraction.Encapsulationis usedto block methodcalls; abstractionis usedto
hidemethodcalls. Thesetwo operatorscanbedefinedon labeledP/T netsasfollows. Notethat they only
affect thestructureof aP/Tnet.For thesake of readability, they aredefinedon markednets.

Definition 6.10.(Encapsulation)Let
�
N
�
s
�

beamarked,M-labeledP/T netin Ã � M � , whereN D � P � T0
�

F0
�´Â

0
�
. For any H

�
E, the encapsulationoperator

i
H : Ã � M �R
 Ã � M � is a function that removes

from a givenP/T netall transitionswith a label in H . Formally,
i

H
�
N
�
s
� D �7�

P
�
T1
�
F1
�´Â

1
�-�

s
�

suchthat
T1 Dm5 t  T0 } Â 0

�
t
� n  H 8 , F1 D F0

*K�7�
P
�

T1
� 4 � T1

�
P
�v�

, and
Â

1 D Â 0
*K�

T1
�

M
�
.

Definition 6.11.(Abstraction) Let
�
N
�
s
�

beamarked,M-labeledP/T netin Ã � M � , whereN D �
P
�
T
�
F
�Â

0
�
. For any I

�
E, theabstractionoperator2 I : Ã � M �Ï
 Ã � M � is a functionthat renamesall transition

labelsin I to thesilentaction 2 . Formally, 2 I
�
N
�
s
� D �v� P � T � F �´Â 1

�-�
s
�

suchthat,for any t  T ,
Â

0
�
t
�  I

implies
Â

1
�
t
� D_2 and

Â
0
�
t
� n  I implies

Â
1
�
t
� D Â 0

�
t
�
.

The following propertyshows that thedefinitionof encapsulationandabstractionis soundwith respectto
our standardnotion of equivalence. It statesthat two netswith the samebehavior alsoexhibit the same
behavior afterencapsulatingor abstractingoneor moreactions.

Property 6.12.Branchingbisimilarity, T b, is acongruencefor theencapsulationandabstractionoperators.

Proof. Theorem2.14provesthatbranchingbisimilarity is anequivalencerelation. It remainsto beshown
that,for any two markedP/Tnets

�
N0
�
s0
�

and
�
N1
�
s1
�

in Ã � M � andany setsH
�
I
�

E,
�
N0
�
s0
� T b

�
N1
�
s1
�

impliesthat
i

H
�
N0
�
s0
� T b

i
H
�
N1
�
s1
�

and 2 I
�
N0
�
s0
� T b 2 I

�
N1
�
s1
�
. Let H � Ã � M �^� Ã � M � beabranching

bisimulationbetween
�
N0
�
s0
�

and
�
N1
�
s1
�
. Basedon H , arelation Ð � Ã � M ��� Ã � M � is definedastheset5 �Ui H

�
N0
�
u
���´i

H
�
N1
� � �7� } � N0

�
u
� H � N1

� � � 8 . It is not difficult to verify that Ð is a branchingbisimulation
between

�
N0
�
s0
�

and
�
N1
�
s1
�
. Hence,T b is a congruencefor theencapsulationoperator

i
H . In a similar

way, it canbeshown that T b is acongruencefor theabstractionoperator2 I . a
Theintroductionof encapsulationandabstractionon P/T netsis sufficient to translatetheinheritancerela-
tionsof Definition 4.5to theframework of this section.

Definition 6.13.(Inheritance relations)

i
�

Protocolinheritance:
For any objectlife cyclesN0 andN1 in Í , life cycle N1 is asubclassof N0 underprotocolinheritance,
denotedN1 � pt N0, if andonly if thereis an H

�
E suchthat

i
H
�
N1
�
[i ]
� T b

�
N0
�
[i ]
�
.

ii
�

Projectioninheritance:
For any objectlife cyclesN0 andN1 in Í , life cycle N1 is a subclassof N0 underprojectioninheri-
tance,denotedN1 � pj N0, if andonly if thereis an I

�
E suchthat 2 I

�
N1
�
[i ]
� T b

�
N0
�
[i ]
�
.

iii
�

Protocol/projectioninheritance:
For any objectlife cyclesN0 andN1 in Í , life cycle N1 is asubclassof N0 underprotocol/projection
inheritance,denotedN1 � pp N0, if andonly if thereis an H

�
E suchthat

i
H
�
N1
�
[i ]
� T b

�
N0
�
[i ]
�

andan I
�

E suchthat 2 I
�
N1
�
[i ]
� T b

�
N0
�
[i ]
�
.

iv
�

Life-cycle inheritance:
For any objectlife cyclesN0 andN1 in Í , life cycle N1 is asubclassof N0 underlife-cycle inheritance,
denotedN1 � lc N0, if andonly if therearean I

�
E andan H

�
E suchthat I

*
H DÑ� and2 I � i H

�
N1
�
[i ]
� T b

�
N0
�
[i ]
�
.

Example 6.15.Figure6.14shows five objectlife cycles,eachof themmodelinga variantof a production
unit. Unit N0 is thebasicproductionunit thatreceivesa command,processesmaterial,anddeliversoutput
material. Unit N1 extendsN0 with error control. If uponcompletionof the processingphasean error is
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Figure6.14:Someexamplesof inheritancerelationships.

detected,methodreppis executedto repeattheprocessingstep.By encapsulatingmethodrepp, it is easily
shown thatunit N1 is a subclassof unit N0 underprotocolinheritance.Unit N2 introducesa new method
cerr thatanoperatormayuseto correctanerror. As unit N1, unit N2 is asubclassunderprotocolinheritance
of unit N0. Again, encapsulatingmethodreppis sufficient to prove this relationship.Unit N2 is a subclass
underprojectioninheritanceof unit N1. This canbeshown by hiding methodcerr. Unit N3 sendsa start-
processingsignalto theoperatorin parallelwith its processingphase.Hiding methodsspsshows that it is
a subclassunderprojectioninheritanceof unit N2. Finally, unit N4 is a subclassunderprotocol/projection
inheritanceof unit N3. Encapsulatingthepreprocessingactionppmatyieldsa life cycle identicalto unit N3.
Hiding methodppmatyields a life cycle which is branchingbisimilar to N3. Finally, all units N j , where
0 � j � 4, aresubclassesof unit N0 underlife-cycle inheritance.

In the process-algebraicframework of Section4, several propertiesof the four inheritancerelationshave
beenproven. Most of thesepropertiescarryover to thesettingof this section.To facilitatereasoningabout
life cycles,thealphabetoperatoris definedon P/Tnets.
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Definition 6.16. (Alphabet) The alphabetoperatoris a function " : Ã � M �t
 ���
E
�
. Let

�
N
�
s
�

be a
marked,M-labeledP/Tnetin Ã � M � , with N D � P � T � F �´ÂV� . Thealphabetof

�
N
�
s
�

is definedasthesetof
visible labelsof all transitionsof thenet thatarenot dead: " � N � s� D�5 Â�� t � } t  T $ Â�� t � nD�2 $ t is not
deadin

�
N
�
s
� 8 .

An importantpropertyof thealphabetoperatoris that two equivalentP/T netshave thesamealphabet.To
prove this property, the following lemmais needed.For every two processesrelatedby somebranching
bisimulationin a givenprocessspace,it saysthat thebranchingbisimulationrelatesany processreachable
from oneof thesetwo processesto aprocessreachablefrom theotherprocess.

Lemma 6.17.Assumethat
���������N��
 �	
��

is a processspaceasdefinedin Definition 2.1. Furthermore,
assumethat ���� ���_���

is thereachabilityrelationof Definition 2.2. Let p andq betwo processesin�
; let H beabranchingbisimulationbetweenp andq, asdefinedin Definition 2.8.For any p� � q �  � ,

i
�

p ���� p� � �ML
q � : q �Q � : q ���� q � $ p�PH q � � and

ii
�

q ���� q � � �UL
p� : p�Q � : p ���� p� $ p�¤H q � � .

Proof. It is straightforward to prove the two propertiesby inductionon the numberof actionsneededto
reachp� from p andq � from q, respectively. a
Given Lemma6.17 and two branchingbisimilar P/T nets, it is not difficult to prove that any non-dead
transitionin onenet correspondsto a non-deadtransitionwith the samelabel in theothernet. This leads
easilyto thedesiredcongruenceproperty.

Property 6.18.For any two P/Tnets
�
N0
�
s0
�

and
�
N1
�
s1
�

in Ã � M � ,�
N0
�
s0
� T b

�
N1
�
s1
� � " � N0

�
s0
� Dm" � N1

�
s1
�
.

Proof. Let N0 D �
P0
�
T0
�
F0
�´Â

0
�

andN1 D �
P1
�
T1
�
F1
�´Â

1
�
. Assumethat

�
N0
�
s0
� T b

�
N1
�
s1
�
. Let H bea

branchingbisimulationbetween
�
N0
�
s0
�

and
�
N1
�
s1
�
. Recallthat �)� � Ã � M �µ� Ã � M � is therelation

expressingreachabilityvia silentactions,definedin Definition2.6.
Assumethata  �" � N0

�
s0
�
. It follows from Definitions6.16(Alphabet)and5.20(Deadtransition)that

theremustexist a reachablemarkingu  [N0
�
s0 Ä anda transitiont0  T0 suchthat

�
N0
�
u
�
[t0 Ä , a nD�2 , andÂ��

t0
� D a. Hence,Lemma6.17 i

�
andDefinition 5.11(Reachablemarkings)yield that theremustexist a

reachablemarking �  [N1
�
s1 Ä suchthat

�
N0
�
u
� H � N1

� � � . SinceH is abranchingbisimulationanda nDm2 ,
thereexist a marking Ò of N1 suchthat

�
N1
� � � ��� �

N1
� Ò � anda transitiont1  T1 suchthat

Â��
t1
� D a

and
�
N1
� Ò � [t1 Ä . It follows that Òm [N1

�
s1 Ä . Hence,Definition 5.20(Deadtransition)impliesthatt1 is not

dead.Consequently, Definition 6.16(Alphabet)yieldsthata  �" � N1
�
s1
�
.

A symmetricalargumentprovesthatany a  l" � N1
�
s1
�

is alsoanelementof " � N0
�
s0
�
, whichcompletes

theproof. a
Sinceanobjectlife cycle doesnot have any deadtransitions,it is straightforward to calculateits alphabet,
asthefollowing propertyshows.

Property 6.19.For any objectlife cycle N D � P � T � F �´Âp� in Í ," � N � [i ] � Dm5 Â�� t � } t  T $ Â�� t � nDm2�8 .
Proof. Definitions6.2(Objectlife cycle) and6.16(Alphabet). a
Property6.19shows thatthealphabetof anobjectlife cycledoesnotdependon its marking.Therefore,the
alphabetof anobjectlife cycle N  �Í is abbreviated " � N � .

The propertiesof the alphabet,encapsulation,andabstractionoperatorsgiven in Section4.1, namely
Lemmas4.8, 4.10, 4.11, 4.13, and 4.14, are easily translatedto labeledP/T nets. They can be proven
straightforwardly from Definitions6.10(Encapsulation),6.11(Abstraction),and6.16(Alphabet).
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Properties4.12,4.15,and4.17of Section4.1cannow beprovenwithin theframework of this section.
Theproofsusethebasiclemmasfor thealphabet,encapsulation,andabstractionoperatorsmentionedabove,
aswell asthecongruenceresultsof Properties6.12and6.18.They go alongthesamelinesastheproofsin
Section4.1andare,hence,omitted.

The first propertyshows the existenceof canonicalsetsof methodsfor proving relationshipsunder
protocol, projection,and protocol/projection inheritance. Furthermore,to prove a life-cycle-inheritance
relationshipbetweentwo life cycles,it is alwayspossibleto chooseapartitioningof exactlyall themethods
new in the subclassinto two sets,one containingthe methodsthat are encapsulatedand the other one
containingmethodsthatarehidden.

Property 6.20.For any objectlife cyclesN0
�
N1  xÍ ,

i
�

N1 � pt N0 W i
& A N1 BS£§& A N0 B

�
N1
�
[i ]
� T b

�
N0
�
[i ]
�
,

ii
�

N1 � pj N0 W�2 & A N1 BP£¥& A N0B � N1
�
[i ]
� T b

�
N0
�
[i ]
�
,

iii
�

N1 � pp N0 W i & A N1 BP£¥& A N0 B � N1
�
[i ]
� T b

�
N0
�
[i ]
� $ 2 & A N1 BP£¥& A N0 B � N1

�
[i ]
� T b

�
N0
�
[i ]
�
, and

iv
�

N1 � lc N0 W �UL
H
�
I : H

�
I
� " � N1

�v¨ " � N0
� $ H 4 I Dm" � N1

�7¨ " � N0
� $ H

*
I Dm� :2 I � i H

�
N1
�
[i ]
� T b

�
N0
�
[i ]
�v�

.

Thesecondpropertystatesthattheinheritancerelationsarereflexive andtransitive.

Property 6.21.Protocol,projection,protocol/projection, andlife-cycle inheritance,asdefinedin Definition
6.13,arepreorders.

The third propertytaken from Section4.1 shows that subclassequivalenceunderany form of inheritance
correspondsto branchingbisimilarity.

Definition 6.22. (Subclassequivalence)Let ­ � , where (® ,5 pp
�
pt
�
pj
�
lc 8 , be the equivalencerelation

inducedby � � . For any objectlife cyclesN0 andN1 in Í , N0 ­ � N1 W N0 � � N1 $ N1 � � N0. Thetwo life
cyclesaresaidto besubclassequivalentunder( inheritance.

Property 6.23.For any objectlife cyclesN0
�
N1  xÍ and (t l5 pp

�
pt
�
pj
�
lc 8 ,

N0 ­ � N1 W �
N0
�
[i ]
� T b

�
N1
�
[i ]
�
.

Anotherresultof Section4.1,namelyProperty4.22,describeswhenasubclasscanberefinedto amorespe-
cializedsubclass.It doesnot have a straightforward translationto theframework of this section.However,
thetransformationrulesintroducedin thenext sectioncanbeusedfor thispurpose.

A final aspectthatneedsto bestudiedis thedecidabilityof thefour inheritancerelations.

Theorem 6.24.(Decidability of inheritance) For any two objectlife cyclesN0 andN1 in Í , it is decidable
whetherN1 is asubclassof N0 underany of thefour inheritancerelationsof Definition 6.13.

Proof. The first stepin proving any inheritancerelationshipbetweentwo object life cycles is to choose
appropriatesetsof methodsthat must be encapsulatedor hidden. For protocol, projection,and proto-
col/projectioninheritance,Property6.20shows thatcanonicalsetsdefinedin termsof thealphabetsof N0

andN1 canbechosen.Property6.19impliesthat it is straightforward to calculatethesetwo alphabets.For
life-cycle inheritance,Property6.20shows thatit is alwayspossibleto chooseapartitioningof themethods
in thealphabetof N1 andnot in thealphabetof N0. Sincethenumberof transitionsof a P/T net is finite,
thereonly existsafinite numberof possibilities.

The secondstepinvolves checkingbranchingbisimilarity. Observe that, accordingto Property6.5,�
N0
�
[i ]
�

and
�
N1
�
[i ]
�

arebounded.It follows from Definitions5.16(Boundedness),6.10(Encapsulation),
and6.11(Abstraction)thatany of themodifiedobjectlife cyclesusedin thedefinitionof thefour inheritance
relations,namely

i
H
�
N1
�
[i ]
�
, 2 I
�
N1
�
[i ]
�
, and 2 I � i H

�
N1
�
[i ]
�

with H
�
I
�

E, arealsobounded.Obviously,
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theprocesscorrespondingto a boundedP/T net,definedby thesemanticsof Definition 6.1 andDefinition
2.3 (Process),hasa finite numberof statesand transitions. Hence,the processescorrespondingto any
of thelife cyclesor modifiedlife cyclesmentionedabove areall finite. Consequently, checkingany of the
branching-bisimilarity relationshipsoccurringin Definition6.13is decidable.As aresult,it is alsodecidable
whetherN1 is asubclassof N0 underany of thefour inheritancerelations. a
The key in the above decidability result is that all the P/T netsin the problemareboundedand,hence,
all processesfinite. As a result,branchingbisimilarity andthusall the inheritancerelationsaredecidable.
Theexactcomplexity of decidingbranchingbisimilarity on boundedP/T netsis unknown. It is known that
decidingwhethertwo finite processesarebranchingbisimilar canbe donein polynomialtime, wherethe
sizeof theproblemis definedasthenumberof statesandtransitionsof the two processes[37]. However,
constructingthe processcorrespondingto a P/T net requiresin the worst caseat leastexponentialspace,
wherethesizeof theproblemis thenumberof nodesof theP/Tnet.Thisspacerequirementis animmediate
consequenceof theknown lowerboundonthecomplexity of thereachabilityproblem[32]. Hence,deciding
any of theinheritancerelationsontwo objectlife cyclescannotbedoneefficiently. This is oneof thereasons
to studyin thenext sectiontransformationrulesto constructsubclassesfrom agivenlife cycle.

7 Inheritance Rules

An importantgoalof object-orienteddesignis to stimulatethe reuseof softwarecomponents.Oneof the
aimsof this paperis to developsupportfor thereuseof objectlife cycles.Therefore,this sectionproposes
a numberof inheritancerules. Inheritancerulesare transformationruleson objectlife cyclesthat canbe
usedto constructsubclassesfrom agivenobjectlife cycleunderspecificformsof inheritance.

As long asobjectlife cyclesarenot too complex, it is straightforward to verify whetherthereexistsa
specificinheritancerelationshipbetweenthem,bothfrom a computationalpoint of view andfrom a design
point of view. However, the discussionat the end of the previous sectionshows that computationtime
might becomeunacceptablewhentheobjectlife cyclesbecometoo large. In addition,even if thereexists
aninheritancerelationshipbetweentwo objectlife cycles,it might not alwaysbemeaningfulfrom a design
point of view. Therefore,aninheritancerule for theconstructionof subclassesof objectlife cyclesshould
preferablysatisfytwo criteria. First, it shouldbeefficient in computationtime. Second,it shouldrepresent
a meaningfuldesignconstruct. Unfortunately, thesetwo criteria areoften in conflict. Usually, the more
generalaninheritancerule is, themoreusefulit is in practicaldesign.Thepriceto bepaidis almostalways
the computationtime neededto verify whethera specifictransformationsatisfiesthe requirementsof the
rule. An inheritancerulethatsatisfiesboththeabovementionedcriteriacanbeausefulaid in object-oriented
designby stimulatingthereuseof objectlife cycles.

Thissectionpresentsfour differentinheritancerules.Eachoneof themcorrespondsto adesignconstruct
which is oftenusedin practice,namelychoice,sequentialcomposition,parallelcomposition,anditeration.
The rulesare inspiredby the axiomsof inheritancepresentedin Section4.2. Eachrule is a compromise
betweenthetwo criteriamentionedabove. Therulesarepresentedin theorderof increasingcomplexity.

Thefollowing auxiliarydefinitionis usefulin thedefinitionof theinheritancerules.

Definition 7.1. (Union of labeled P/T nets) Let N0 D �
P0
�
T0
�
F0
�´Â

0
�

and N1 D �
P1
�
T1
�
F1
�´Â

1
�

be two
M-labeledP/T netssuchthat

�
P0 4 P1

�F*��
T0 4 T1

� D³� andsuchthat, for all t  T0
*

T1,
Â

0
�
t
� D Â 1

�
t
�
.

TheunionN0 4 N1 of N0 andN1 is thelabeledP/Tnet
�
P0 4 P1

�
T0 4 T1

�
F0 4 F1

�´Â
0 4 Â 1

�
. If two P/Tnets

satisfytheabovementionedtwo conditions,their unionis saidto bewell defined.
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7.1 Inheritance rule PP

Thefour inheritancerulesof thissectionareall basedonthesameprinciples.Therule thatis theeasiestone
to understandis presentedfirst. It preservesbothprotocolandprojectioninheritance.Therule is inspired
by Axiom PP, asdefinedin Property4.29. It is illustratedin Figure7.2. Let N0 beanobjectlife cycle. Let
N be a connected,free-choiceP/T net suchthat theunion N1 D N0 4 N is well defined.P/T net N1 is a
subclassof life cycle N0 underprotocol/projectioninheritanceif thefollowing four conditionsaresatisfied:
i
�

N0 andN only sharea singleplacep; ii
�

all transitionsof N have a labelwhich doesnot appearin the
alphabetof N0; iii

�
eachtransitionof N with p asoneof its inputplaceshasavisible label,andiv

�Ó�
N
�
[ p]
�

is live andbounded.Inheritancerule PP shows thatunderprotocol/projection inheritance,it is allowed to
postponebehavior. WhenN1 reachesastatein whichplacep is marked,it is possibleto iteratethebehavior
definedby N anarbitrarynumberof timesbeforecontinuingwith theoriginal behavior. The requirement
that

�
N
�
[ p]
�

is free-choice,live, andboundedguaranteesthat every token consumedfrom place p by a
transitionof N canalwaysbereturnedto p. This propertyof N is crucialfor thecorrectnessof rulePP.

Inheritancerule PP is fairly general. The only requirementthat might seemout of placeis the re-
quirementthat N is free-choice.However, asalreadyexplainedin Section5.4, free-choiceP/T netsexhibit
many interestingpropertiesthatdo not carryover to generalP/Tnets.Two examplesof suchpropertiesare
monotonicityof livenessandmonotonicityof homemarkings. Theseandotherpropertiesform the basis
of inheritancerule PP. In Section7.6, the role of the free-choicerequirementin rule PP (and the other
inheritancerulesof this section)is discussedin moredetail.

A positive consequenceof thefree-choicerequirementis that it canbeverifiedvery efficiently whether
a specifictransformationsatisfiestheconditionsof theinheritancerule. Notethatrule PP doesnot require
thatN1 is anobjectlife cycle. ThefactthatN1 is alife cyclefollowsfrom theotherrequirements.As already
explained,thealphabetof anobjectlife cycle is simply thesetof its visible transitionlabels.It hasalsobeen
mentionedthat livenessandboundednessof free-choiceP/T netscanbe verified in linear time [46]. This
meansthatall requirementsof rulePP canbeverifiedefficiently.

Thecorrectnessof inheritancerulePP is provenby showing thatit is aspecialcaseof two otherinheri-
tancerules,namelyrulePJ andrulePT, bothgivenfurtheronin thissection.Theadvantageof suchaproof
is that it is relatively short. Thedisadvantageis that it doesnot provide muchinsight in theexactworking
of therule. On a first reading,thereaderis advisedto skip thecorrectnessproof of rule PP. To understand
the detailsof rule PP, it is bestto study the lemmaswhich form the basisof the proof of the remaining
inheritancerules.Theselemmasaregivenin thenext subsection.

Finally, observe that,whenRequirementiii
�

of rule PP is dropped,it doesno longerpreserve protocol
inheritance,but thatit still preservesprojectioninheritance.

i

N0

o

PP

N
p

Figure7.2: A protocol/projection-inheritance rule.
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Theorem 7.3.(Protocol/projection-inheritance rule PP) Let N0 D �
P0
�
T0
�
F0
�´Â

0
�

beanobjectlife cycle
in Í . If N D � P � T � F �´ÂV� is a connected, M-labeled,free-choiceP/T netwith placep  P suchthat

i
�

p n  l5 i � o8 , P0
*

P Dm5 p8 , T0
*

T Dm� ,
ii
���MÔ

t : t  T :
Â��

t
� n  l" � N0

�7�
,

iii
�#�MÔ

t : t  T $ p  iN t :
Â��

t
� nDm2 � ,

iv
�#�

N
�
[ p]
�

is liveandbounded,and
v
�

N1 D N0 4 N is well defined,

thenN1 is anobjectlife cycle in Í suchthat N1 � pp N0.

Proof. To proveTheorem7.3,it is shown thatit is aspecialcaseof bothTheorem7.13andTheorem7.17in
Sections7.3and7.4, respectively. Thus,it is shown that theinheritancerule preservesbothprojectionand
protocolinheritance,which accordingto Definition 6.13(Inheritancerelations)meansthatit alsopreserves
protocol/projection inheritance. Let N0, N1, and N be the threeP/T netssatisfyingthe requirementsof
Theorem7.3.

Thefirst partof theproofstartsby showing thatN0 containsatransitionwith placep in its postset.Since
N0 is a life cycle, it follows from Definition 6.2 (Object life cycle) that N0 is connected.It follows from
Definition 5.9(Connectedness)andthefactthatplacesi ando aredistinctthatT0 is notempty. Sincea life
cycle doesnot containany deadtransitions,Lemma7.4 below yields that thereexistsa reachablemarking
s  [N0

�
[i ] Ä suchthats Ê [ p]. Definitions5.11(Reachablemarkings)and5.7(Firing rule) imply thatthere

existsa transitiontp  T0 suchthat p  oN0tp.
Transitiontp is usedto constructa P/T net N2 D �

P2
�
T2
�
F2
�´Â

2
�

asfollows: P2 D P0, T2 D T 4�5 tp 8 ,
F2 D F0 4q5 � p � tp

�-�	�
tp
�
p
� 8 , and

Â
2 D Â 0 4q5 � tp

�´Â
0
�
tp
�7� 8 . It remainsto beshown thatN0, N1, andN2 satisfy

therequirementsof Theorem7.13,whereN2 playstheroleof N.
First, it mustbe shown that N2 is connectedandfree-choice.It follows immediatelyfrom Definition

5.9 (Connectedness),theconstructionof N2, andthefactthat N is connectedthatalsoN2 is connected.To
prove that N2 is free-choice,assumethat N2 is not free-choice.It follows from Definition5.41(Free-choice
P/Tnet),theconstructionof N2, andthefactthat N is free-choicethattheremustbea transitiont  T such
that 5 p8½Õ iN t . Since

�
N
�
[ p]
�

is live, theremustbea reachablemarkings  [N
�
[ p] Ä suchthat

�
N
�
s
�
[t Ä ,

which meansthats
¿

[ p]. However, by Property5.17(Characterizationof boundedness),this contradicts
theboundednessof

�
N
�
[ p]
�
. It follows that N2 is free-choice.

Second,it is straightforwardto seethat N0 andN2 satisfyRequirementsi
�

andii
�

of Theorem7.13.
Third, it mustbeshown that

�
N2
�
[ p]
�

is live andbounded.It follows from Definitions5.35(Trap)and
5.38(Siphon)thatthetrapsandsiphonsof N2 areidenticalto thetrapsandsiphonsof N. It maybeassumed
thatT nD�� . Otherwise,N0 andN1 areidentical,which meansthatTheorem7.3 is trivially true. It follows
from thefactsthatboth N andN2 areconnectedandthat

�
N
�
[ p]
�

is live andTheorem5.44(Commoner’s
theorem)thatalso

�
N2
�
[ p]
�

is live. To prove that
�
N2
�
[ p]
�

is bounded,observe that thesetsof reachable
markingsof

�
N
�
[ p]
�

and
�
N2
�
[ p]
�

areidentical.Thus,since
�
N
�
[ p]
�

is bounded,also
�
N2
�
[ p]
�

is bounded.
Finally, it is straightforward to verify that N1 D �

P0
�
T0
�
F0
¨ 5 � tp

�
p
� 8 �´Â 0

� 4 � P2
�
T2
�
F2
¨ 5 � p � tp

� 8 �´Â 2
�
.

Thus,alsoRequirementiv
�

of Theorem7.13is satisfied,completingthefirst partof theproof.
For thesecondpartof theproof,assumethaty  U is a freshidentifiernotappearingin P0 4 T0 4 P 4 T

andthat b  E is a fresh(visible) methodidentifier not in " � N0
�

. Let P/T net Ny D �
P
�
T 4�5 y8 � F 45 � p � y�-�	� y � p� 8 �´Â 4x5 � y � b� 8 � . It is straightforwardto verify that N0, N1, andNy satisfytherequirementsof

Theorem7.17,wherepi D po D p andNy playstherole of N. Therequirementthat Ny is connectedand
free-choiceandtherequirementthat

�
Ny � [ p]

�
is live andbounded(Requirementiv

�
of Theorem7.17)are

provenin thesameway asabove. Requirementsi
�
, ii
�
, andiii

�
of Theorem7.17aswell asRequirementv

�
areall trivially satisfied.Finally, alsoRequirementvi

�
is straightforward undertheabove assumptionthat

pi D po, whichcompletestheproof. a
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The following lemmais usedin the proof of Theorem7.3. It shows that, in a connectedP/T net without
deadtransitions,it is possibleto puta tokenin anarbitraryplace.

Lemma 7.4. Let N D �
P
�
T
�
F
�´Âp�

be a connected,M-labeledP/T net suchthat T is not empty. Assume
thats  xs � P � is a markingsuchthat

�
N
�
s
�

containsno deadtransitions.For any placep  P, thereexists
a reachablemarkings�  [N

�
sÄ suchthats�!Ê [ p].

Proof. If N containsnoplaces,thenthelemmais trivial. Therefore,assumethat P nDm� . Let p beaplacein
P. It follows from theassumptionthatT is not emptyandDefinition 5.9 (Connectedness)that thereexists
a transitiont  ip 4 op. Since

�
N
�
s
�

hasnodeadtransitions,Definition5.20(Deadtransition)impliesthat
thereexistsa markings�  [N

�
sÄ suchthat

�
N
�
s� � [t Ä . If t  op, thens�¶Ê [ p]. If t  ip, Definition 5.7

(Firing rule) impliesthats� � D s� � it À ot is amarkingin [N
�
sÄ suchthats� �!Ê [ p]. a

Example 7.5. Consideragainthe object life cycles in Example6.15. It is not difficult to verify that the
inheritancerelationshipbetweenN4 andN3 canbeprovenby meansof inheritancerule PP.

7.2 Li veand boundedfr ee-choiceP/T netsand homemarkings

In the analysisof iterative behavior, homemarkingsplay an importantrole. Several resultsabouthome
markingsof live andboundedfree-choiceP/T netsareessentialto thecorrectnessof the inheritancerules
in this section.Theseresultsareformulatedin termsof a numberof lemmas.If applicable,thelemmasare
explainedby meansof inheritancerulePP of theprevioussubsection.

Thefirst lemmais atechnicalresultwhichcharacterizestheroleof theemptymarkingin theanalysisof
homemarkingsof live andboundedfree-choiceP/Tnets.

Lemma 7.6.Let N D �
P
�
T
�
F
�´Âp�

bea connected,labeled,free-choiceP/T net. Assumethat thereexistsa
markings  �s � P � suchthat

�
N
�
s
�

is liveandbounded.Let s� � s� �  �s � P � betwo markingsof N.

i
�

0 is ahomemarkingof
�
N
�
0
�
;

ii
�

if s� is ahomemarkingof
�
N
�
s� � � , thens� D 0 if andonly if s� � D 0.

Proof. The first part of the lemmais proven as follows. Sincethereexists a marking s  �s � P � such
that

�
N
�
s
�

is bounded,it follows from Property5.51 that also
�
N
�
0
�

is bounded.Hence,Property5.17
(Characterizationof boundedness)impliesthattheemptymarkingis theonly reachablemarkingof

�
N
�
0
�
.

Thus,it follows trivially from Definition5.25(Homemarking)that0 is ahomemarkingof
�
N
�
0
�
.

The secondpart of the lemmafollows directly from the following two observations. First, sinces� is
a homemarkingof

�
N
�
s� � � , it follows from Property5.32andDefinition 5.25(Homemarking)thats� and

s� � mark every S-componentof N with the samenumberof tokens. Second,it follows from the fact that
thereexists a markings  »s � P � suchthat

�
N
�
s
�

is live andboundedandTheorem5.49(S-coverability)
thatevery placeof N is containedin thesetof placesof at leastoneS-component. a
Theremaininglemmasall give resultsabouta very specifickind of live andboundedfree-choiceP/T net,
namelya connectedfree-choiceP/T net N with a place p suchthat

�
N
�
[ p]
�

is live and bounded. The
extensionN in inheritancerule PP is sucha P/T net. As mentionedearlier, the crucial propertyof N is
thatany token consumedfrom placep canalwaysbereturned.This propertymustremainvalid underall
circumstances.Thefollowing lemmastatesthatasingletokenin placep canalwaysbereturned.Thatis, if
life cycle N0 in inheritancerule PP putsa singletoken in placep, it is alwayspossibleto returnthis token
whenit is consumedby a transitionof theextensionN.

Lemma 7.7.Let N D �
P
�
T
�
F
�´Âp�

bea connected,labeled,free-choiceP/T net. If p  P is a placesuch
that

�
N
�
[ p]
�

is liveandbounded,then[ p] is a homemarkingof
�
N
�
[ p]
�
.
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Proof. If N containsno transitions,thepropertyis satisfiedtrivially. Therefore,assumethatT is notempty.
Definitions5.20(Deadtransition)and5.21(Liveness)imply that, for any reachablemarkings  [N

�
[ p] Ä

andany transitiont  T , t is not deadin
�
N
�
s
�
. Lemma7.4 yields that, for any reachablemarkings  

[N
�
[ p] Ä , thereexistsa markings�  [N

�
sÄ suchthats��Ê [ p]. Since

�
N
�
[ p]
�

is bounded,it follows from
Property5.17 (Characterizationof boundedness)that s�¶D [ p]. Hence,Definition 5.25 (Homemarking)
yieldsthat[ p] is a homemarkingof

�
N
�
[ p]
�
. a

The following corollarygeneralizesLemma7.7 to anarbitrarynumberof tokensin placep. Considering
inheritancerule PP, this resultis neededbecausetheoriginal life cycle N0 mayput morethanonetokenin
placep.

Corollary 7.8.Let N D � P � T � F �´ÂV� bea connected,labeled,free-choiceP/T net. If p  P is a placesuch
that

�
N
�
[ p]
�

is live andbounded,then,for all positive naturalnumbersn  IN, [ pn] is a homemarkingof�
N
�
[ pn]

�
.

Proof. Property5.54(Monotonicityof homemarkings)andLemma7.7. a
Lemma7.7andCorollary7.8show thatany numberof tokensputinto placep by life cycle N0 in inheritance
rule PP can be returnedwhen consumedby N, provided that no external effects disturb the processof
returningtokensto p. Property5.54 (Monotonicity of homemarkings)implies that this processis not
disturbedwhen firing a transitionof N0 addsa token to p. This raisesthe questionwhat happensif a
transitionof N0 removesa tokenfrom p. Lemma7.10givenbelow shows thattheremoval of a tokenfrom
p doesnot influencetheprocesseither. The following lemmais anauxiliary resultneededin theproof of
Lemma7.10.

Lemma 7.9.Let N D �
P
�
T
�
F
�´Âp�

bea connected,labeled,free-choiceP/T net. Assumethat p  P is a
placesuchthat

�
N
�
[ p]
�

is live andbounded.Let s  9s � P � be an arbitrarymarkingof N andn  IN a
positive naturalnumber. If

�
N
�
s
�

is live and,for every S-component
�
P0
�
T0
�
F0
�´Â

0
�

of N, s
�
P0
� D n, then

[ pn]  [N
�
sÄ . That is, if

�
N
�
s
�

is live ands marksevery S-componentof N with n tokens,thenmarking
[ pn] is reachablefrom s.

Proof. If N containsno transitions,it easilyfollows from the connectednessrequirementthat P contains
only placep. As a result,thelemmais trivially satisfied.Therefore,assumethatT is not empty. Theproof
is by inductionon n.

Basecase: Assumethatn D 1. As aconsequence,it mustbeshown that[ p]  [N
�
sÄ undertheassumption

thats is a markingsuchthat
�
N
�
s
�

is live andevery S-componentof N is markedwith exactly one
token.
It followsfrom Property5.22andLemma7.4thatthereexistsamarkings�Q [N

�
sÄ suchthats� Ê [ p].

It follows from the assumptionthat s marksevery S-componentof N with onetoken andProperty
5.32thatalsos� markseveryS-componentof N with onetoken. It follows from thefactthat

�
N
�
[ p]
�

is live andProperty5.34that [ p] marksevery S-componentof N with onetoken. Consequently, for
every S-component

�
P0
�
T0
�
F0
�´Â

0
�

of N, placep is anelementof P0. RecallthatTheorem5.49(S-
coverability) impliesthateveryplaceof N is containedin thesetof placesof atleastoneS-component.
Sinces� marksevery S-componentof N with exactly onetoken andsinces�6Ê [ p], it follows that
s�OD [ p], whichcompletestheproof.

Inductive step: The inductionhypothesisstatesthat, for somenaturalnumbern Ê 1 andany marking
s  xs � P � suchthat

�
N
�
s
�

is live ands marksevery S-componentof N with n tokens,[ pn]  [N
�
sÄ .

Assumethats  �s � P � is amarkingsuchthat
�
N
�
s
�

is live andsuchthats markseveryS-component
of N with n c 1 tokens.It mustbeshown that[ pnÉ 1]  [N

�
sÄ .
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Property5.22 andLemma7.4 show that thereexists a markings�  [N
�
sÄ suchthat s�:Ê [ p]. It

follows from the assumptionandProperty5.32 that s� marksevery S-componentof N with n c 1
tokens.In thebasecase,it hasbeenshown that [ p] marksevery S-componentof N with exactly one
token.Sinces�QÊ [ p], markings� � [ p] markseveryS-componentof N with n tokens.It followsfrom
thefactthat

�
N
�
[ p]
�

is connected,live,andboundedwith T nD_� andProperty5.47that
�
N
�
s� � [ p]

�
is live. The inductionhypothesisyields that [ pn]  [N

�
s� � [ p] Ä . Property5.15(Monotonicity of

reachablemarkings)yields that [ pnÉ 1]  [N
�
s� Ä . Sinces�  [N

�
sÄ , it follows that [ pnÉ 1]  [N

�
sÄ ,

whichcompletestheproof. a
Lemma 7.10.Let N D �

P
�
T
�
F
�´Âp�

be a connected,labeled,free-choiceP/T net. Assumethat p  P is
a placesuchthat

�
N
�
[ p]
�

is live andbounded.Let s  #s � P � beanarbitrarymarkingof N andn  IN a
positivenaturalnumber. If [ pn] is ahomemarkingof

�
N
�
[ p] À s

�
, then[ pnÅ 1] is ahomemarkingof

�
N
�
s
�
,

where[ p0] correspondsto theemptybag0.

Proof. If T Dm� , thelemmais trivially true.Therefore,assumeT nDÇ� . Two casesmustbedistinguished.

i
�

First, let n D 1. Assumethat[ p] is ahomemarkingof
�
N
�
[ p] À s

�
. It mustbeshown that0 is ahome

markingof
�
N
�
s
�
. Lemma7.6impliesthatit is necessaryandsufficient to prove thats D 0.

It follows from theassumptionandDefinition 5.25(Homemarking)that [ p]  [N
�
[ p] À sÄ . Since

Property5.54(Monotonicityof homemarkings)andLemma7.7imply that[ p] À s is ahomemarking
of
�
N
�
[ p] À s

�
, it follows that [ p] À s  [N

�
[ p] Ä . However, accordingto Property5.17(Characteri-

zationof boundedness),this contradictstheboundednessof
�
N
�
[ p]
�

unlesss D 0, which completes
thispartof theproof.

ii
�

Second,let n
¿

1. Assumethat[ pn] is ahomemarkingof
�
N
�
[ p] À s

�
. It mustbeshown that[ pnÅ 1]

is ahomemarkingof
�
N
�
s
�
. Theaim is to useTheorem5.52(Home-markingtheorem).This means

that it mustbeshown thata
�6�

N
�
s
�

is bounded,b
�:�

N
�
s
�

is live, c
�

[ pnÅ 1]  [N
�
sÄ , andd

�
[ pnÅ 1]

marksevery propertrapof N.
Requirementa

�
follows simply from thefactthat

�
N
�
[ p]
�

is live andboundedandProperty5.51.
Requirementb

�
is provenasfollows. Since

�
N
�
[ p]
�

is connected,live, andboundedwith T nD®� , it
follows from Property5.47that [ p] marksevery S-componentof N with onetoken. Consequently,
[ pn] markseveryS-componentof N with n tokens.It followsfrom theassumptionthat[ pn] is ahome
markingof

�
N
�
[ p] À s

�
andProperty5.32that [ p] À s marksevery S-componentof N alsowith n

tokens.Hence,s marksevery S-componentwith n
�

1 tokens.Sincen
¿

1, Property5.47yieldsthat�
N
�
s
�

is live.
Requirementc

�
follows from Requirementb

�
, theobservation madein theproof of Requirementb

�
thats marksevery S-componentof N with n

�
1 tokens,andLemma7.9.

Requirementd
�

is proven by meansof Theorem5.52(Home-markingtheorem)andLemma7.7. It
follows from thesetwo resultsandthefact that

�
N
�
[ p]
�

is connected,live,andboundedwith T nD��
that[ p] markseverypropertrapof N. Hence,sincen

¿
1, [ pnÅ 1] alsomarkseverypropertrapof N.

CombiningRequirementsa
�

throughd
�
, the Home-markingtheoremyields that [ pnÅ 1] is a home

markingof
�
N
�
s
�
. a

Let us returnto inheritancerule PP onemoretime. The resultsgiven so far show that,underall circum-
stances,it is possibleto returnall tokensin placesof N to placep. Eventheremoval of atokenfrom placep
doesnotdisturbthisproperty, asshown by Lemma7.10above. This resultsuggeststhatit mustbepossible
to returntokensto p without consumingany tokensfrom p in theprocess.Lemma7.11shows that this is
indeedpossible.
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Recallfrom Section5.3 thata sequenceof lengthn, for somenaturalnumbern, over somealphabetof
identifiersA is a functionfrom 5 0 � '�'�' � n � 18 to A. An elementa  A is saidto beanelementof asequence{ over A of lengthn, denoteda  �{ , if andonly if a Dm{ � i � for some0 � i È n. Theconcatenationof two
sequences{ and { � over A of lengthn andm, respectively, denoted{µ{ � , is thesequenceof lengthn c m
definedasfollows: for 0 � i È n, {µ{µ� � i � D_{ � i � and,for n � i È n c m, {µ{µ� � i � Dm{µ� � i � n

�
.

Lemma 7.11.Let N D �
P
�
T
�
F
�´Âp�

be a connected,labeled,free-choiceP/T net. Assumethat p  P is
a placesuchthat

�
N
�
[ p]
�

is live andbounded.Let s  �s � P � beanarbitrarymarkingof N andn  IN an
arbitrarynaturalnumber. If [ pn] is a homemarkingof

�
N
�
s
�
, thenthereexistsa firing sequence{� T �

suchthat
�
N
�
s
�

[ {µÄ � N � [ pn]
�

and,for all t  op, t n  l{ .

Proof. Thelemmais trivial if N containsno transitions.Therefore,assumethatT is not empty. Theproof
is by inductionon n.

Basecase: Assumethat n D 0. It mustbe shown that thereexists a firing sequence{� T � suchthat�
N
�
s
�

[ {µÄ � N � 0� and,for all t  op, t n  l{ , undertheassumptionthat0 is ahomemarkingof
�
N
�
s
�
.

Lemma7.6 yields thats D 0. Clearly, theemptysequenceÆ satisfiesthe requirements,completing
theproof of thebasecase.

Inductive step: Theinductionhypothesisstatesthat for somen Ê 0 andany markings  os � P � suchthat
[ pn] is ahomemarkingof

�
N
�
s
�
, thereexistsafiring sequence{� T � suchthat

�
N
�
s
�
[ {µÄ � N � [ pn]

�
and,for all t  op, t n  �{ . Assumethats  �s � P � isamarkingof N suchthat[ pnÉ 1] isahomemarking
of
�
N
�
s
�
. It mustbeshown thatthereexistsafiring sequence{� T � suchthat

�
N
�
s
�
[ {µÄ � N � [ pnÉ 1]

�
and,for all t  op, t n  �{ .
It follows from thefact that

�
N
�
[ p]
�

is connected,live, andboundedwith T nD�� andProperty5.47
that [ p] marksevery S-componentof N with exactly onetoken. As a result,[ pnÉ 1] marksevery S-
componentof N with n c 1 tokens.Property5.32andtheassumptionthat[ pnÉ 1] is a homemarking
of
�
N
�
s
�

imply thatalsos marksevery S-componentwith n c 1 tokens.Thus,Property5.47yields
that

�
N
�
s
�

is live. Consequently, it follows from Property5.22 andLemma7.4 that thereexist a
reachablemarkings�  [N

�
sÄ , andthusa firing sequence{� T � suchthat

�
N
�
s
�

[ {µÄ � N � s� � , such
that s� Ê [ p]. Clearly, { canbe chosensuchthat, for all t  op, t n  9{ . Sinces�½ [N

�
sÄ and

[ pnÉ 1] is a homemarkingof
�
N
�
s
�
, it follows from Definition 5.25(Homemarking)that [ pnÉ 1] is

alsoa homemarkingof
�
N
�
s� � . Sinces��Ê [ p], Lemma7.10 yields that [ pn] is a homemarking

of
�
N
�
s� � [ p]

�
. Thus, it follows from the inductionhypothesisthat thereexists a firing sequence{ �  T � suchthat
�
N
�
s� � [ p]

�
[ { � Ä � N � [ pn]

�
and,for all t  op, t n  l{ � . Property5.15(Monotonicity

of reachablemarkings)yieldsthat
�
N
�
s� � [ {µ�¦Ä � N � [ pnÉ 1]

�
. Concatenatingfiring sequences{ and {µ� ,

yields the desiredfiring sequence.That is,
�
N
�
s
�

[ {¶{ � Ä � N � [ pnÉ 1]
�

and,for all t  op, t n  `{µ{ � ,
whichcompletestheproof. a

7.3 Inheritance rule PJ

Thesecondinheritancerule of this section,PJ, builds upontheresultsgiven in theprevioussubsection.It
is inspiredby thealgebraicaxiomsof inheritancePJ1 andPJ2 givenin Property4.27.Theorem7.13given
below formalizesinheritancerule PJ. Figure7.12illustratestherule. It shows that rule PJ correspondsto
a sequentialcomposition.New behavior maybe insertedbetweensequentialpartsof a life cycle, yielding
a subclassunderprojectioninheritance.In contrastto inheritancerule PP of Theorem7.3, theoriginal life
cycle is modified. Basically, inheritancerule PJ saysthat it is allowedto replaceanarc in theoriginal life
cycle by an entireP/T net. The original life cycle N0 containsa place p which hasa transitiontp asone
of its input transitions.Themodificationof N0 is basedupona free-choiceP/T net N sharingplacep and
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transitiontp with N0. Placep is the only input placeof tp in N. The resultof the inheritancerule is the
P/T net N1 obtainedby taking theunionof N0 and N after removing both thearcbetweentp and p from
N0 andthe arc betweenp and tp from N. The requirementthat

�
N
�
[ p]
�

is live andboundedguarantees
that N1 alwayshastheoption to move every token that transitiontp would normallyhave put into placep
to placep by only firing transitionsof N. Therequirementthatall transitionsof N otherthantp arelabeled
with methodidentifiersnot appearingin thealphabetof N0 guaranteesthathiding thesemethodsdoesnot
influencethevisiblebehavior of theoriginal life cycle.

As alreadymentioned,inheritancerule PP is a specialcaseof rule PJ. Similar to rule PP, the only
compromisewith respectto thegeneralityof PJ is therequirementthat N is free-choice.Therequirements
of inheritancerulePJ canbeverifiedwith thesameefficiency astherequirementsof PP.

i

N0

o

N
p

PJ

tp

Figure7.12:A projection-inheritance rule.

Theorem 7.13.(Projection-inheritance rule PJ) Let N0 D �
P0
�
T0
�
F0
�´Â

0
�

beanobjectlife cycle in Í . If
N D �

P
�
T
�
F
�´Âp�

is a connected, M-labeled,free-choiceP/T netwith placep  P andtransitiontp  T
suchthat

i
�

P0
*

P D_5 p8 , T0
*

T D_5 tp 8 , � tp
�
p
�  F0, iN tp Dm5 p8 , andp D o � oN p Dm5 tp 8 ,

ii
���MÔ

t : t  T
¨
T0 :

Â��
t
� n  l" � N0

�7�
,

iii
�#�

N
�
[ p]
�

is liveandbounded,and

iv
�

N1 D � P0
�
T0
�
F0
¨ 5 � tp

�
p
� 8 �´Â 0

� 4 � P � T � F ¨ 5 � p � tp
� 8 �´Âp� is well defined,

thenN1 is anobjectlife cycle in Í suchthat N1 � pj N0.

Proof. The proof consistsof two parts. In the first part, a branchingbisimulationis given showing that�
N0
�
[i ]
�

and
�
N1
�
[i ]
�

satisfytherequirementof Definition 6.13 ii
�

(Projectioninheritance).In thesecond
part,thebranchingbisimulationis usedto prove that N1 is anobjectlife cycle.

In thefirst partof theproof,it mustbeshown thatthereexistsan I
�

E, suchthat 2 I
�
N1
�
[i ]
� T b

�
N0
�
[i ]
�
.

Let I bedefinedastheset " � N1
�
[i ]
�7¨ " � N0

�
. (Note that,at this point, it hasnot yet beenshown that N1 is

anobjectlife cycle, which meansthatwe cannotomit the initial markingfrom theexpression" � N1
�
[i ]
�
.)

Let H betherelation 5 � 2 I
�
N1
�
u
�-�	�

N0
� � �v� } u  [N1

�
[i ] Ä $ �  [N0

�
[i ] Ä $ u } Á � P0

¨ 5 p8 � D � } Á � P0
¨ 5 p8 � $� } ÁG5 p8 is ahomemarkingof

�
N
�
u } Á P � 8 . Theremainderof thispartof theproof is devotedto showing thatH is a branchingbisimulationbetween2 I

�
N1
�
[i ]
�

and
�
N0
�
[i ]
�
, asdefinedin Definition 2.8. Notethat the

abstractionoperator2 I doesnot affect the setof markingsreachablefrom
�
N1
�
[i ]
�
. Any firing sequence,

asdefinedin Definition 5.12,enabledin
�
N1
�
[i ]
�

is alsoenabledin 2 I
�
N1
�
[i ]
�
. Thus,thesetsof reachable

markingsof
�
N1
�
[i ]
�

and 2 I
�
N1
�
[i ]
�

areidentical.

54



First, it mustbeshown that 2 I
�
N1
�
[i ]
� H � N0

�
[i ]
�
. SinceN0 is anobjectlife cycleandsince

�
tp
�
p
�  F0,

it follows from Requirementii
�

(Objectcreation)of Definition6.2(Objectlife cycle) that p nD i . Therefore,
it sufficesto show that0 is ahomemarkingof

�
N
�
0
�
, which follows immediatelyfrom Lemma7.6.

Second,it mustbe shown that relation H is a branchingbisimulation. Assumethatu  [N1
�
[i ] Ä and�  [N0

�
[i ] Ä aremarkingssuchthat 2 I

�
N1
�
u
� H � N0

� � � , which impliesthatu } Á � P0
¨ 5 p8 � D � } Á � P0

¨ 5 p8 � and� } ÁG5 p8 is ahomemarkingof
�
N
�
u } Á P � .

i
�

Assumethatt  T0 4 T is atransitionof N1 suchthat 2 I
�
N1
�
u
�
[t Ä andsuchthat 2 I

�
N1
�
u
�
[ ")ÄG2 I

�
N1
�
u� �

where " is equalto the methodidentifier
�MÂ

0 4 Âp�-� t � andwheremarkingu�  [N1
�
[i ] Ä is equalto

u
�

iN1t À oN1t . That is, we assumethat 2 I
�
N1
�
u
�

fires transitiont . Requirementi
�

of Definition
2.8 statesthat it must be shown that thereexist two markings � � � � � �  �s � P0

�
of N0 suchthat a

��
N0
� � � ��� �

N0
� � � � � [

� " � Ä � N0
� � � � , b

� 2 I
�
N1
�
u
� H � N0

� � � � � , andc
� 2 I

�
N1
�
u� � H � N0

� � � � . Two cases
mustbedistinguished.
First,assumethat t  T

¨
T0. Thatis, t is a transitionof N differentfrom tp. It follows from Require-

mentii
�

of Theorem7.13andDefinition 6.11(Abstraction)that "�Dm2 . Let � � � D � � D � .
Requirementa

�
follows easilyfrom thefactthat "�Dm2 .

Requirementb
�

follows immediatelyfrom theassumptionthat 2 I
�
N1
�
u
� H � N0

� � � .
To prove Requirementc

�
, it mustbe shown that 2 I

�
N1
�
u� � H � N0

� � � . By assumption,u�  [N1
�
[i ] Ä

and �  [N0
�
[i ] Ä . Sincet  T

¨
T0, Requirementi

�
of Theorem7.13 implies that u�Q} Á � P0

¨ 5 p8 � D
u } Á � P0

¨ 5 p8 � . Sinceu } Á � P0
¨ 5 p8 � D � } Á � P0

¨ 5 p8 � , it follows thatu� } Á � P0
¨ 5 p8 � D � } Á � P0

¨ 5 p8 � . It remains
to beshown that � } Á¾5 p8 is ahomemarkingof

�
N
�
u�3} Á P � . Thefact that 2 I

�
N1
�
u
�

[t Ä�2 I
�
N1
�
u� � with

t  T
¨
T0 impliesthat

�
N
�
u } Á P � [t Ä � N � u� } Á P � . Thus,thedesiredresultfollowseasilyfrom Definition

5.25(Homemarking)andtheobservationthat � } ÁG5 p8 is ahomemarkingof
�
N
�
u } Á P � .

Second,assumethat t  T0. Thatis, t is a transitionof N0. It canbeshown that,in this case,
�
N0
� � �

canmimic thebehavior of 2 I
�
N1
�
u
�

by alsofiring transitiont . Let � � �ªD � and � �ªD � � iN0t À oN0t .
To prove Requirementa

�
introducedabove, it is neededthat u

�
p
� � � � p� . That is, marking �

marksplace p with at leastasmany tokensasu. This propertyis proven as follows. SinceT nD� and
�
N
�
[ p]
�

is connected,free-choice,live, andbounded,Property5.34 implies that [ p] marks
every S-componentof N. Clearly, this meansthatplacep is containedin every S-componentof N.
Consequently, � } Áp5 p8 marksevery S-componentof N with � � p� tokens. Since � } ÁV5 p8 is a home
markingof

�
N
�
u } Á P � , Property5.32provesthatu

�
p
� � � � p� . Since2 I

�
N1
�
u
�
[t Ä , "�D �MÂ

0 4 ÂV�-� t � ,2 I
�
N1
�
u
�

[ "�Ä¶2 I
�
N1
�
u� � , u } Á � P0

¨ 5 p8 � D � } Á � P0
¨ 5 p8 � , u

�
p
� � � � p� , and t  T0, it follows that�

N0
� � � [t Ä and

�
N0
� � � [ "�Ä � N0

� � � iN0t À oN0t
�
. At this point, Requirementa

�
easilyfollows from

thefactthat � � �ÖD � and � �ªD � � iN0t À oN0t .
Requirementb

�
follows immediatelyfrom theassumptionsthat 2 I

�
N1
�
u
� H � N0

� � � andthat � � � D � .
Finally, Requirementc

�
is proven asfollows. TheassumptionsandRequirementa

�
yield that u�  

[N1
�
[i ] Ä and � �Q [N0

�
[i ] Ä . It followsfrom thefactthatu } Á � P0

¨ 5 p8 � D � } Á � P0
¨ 5 p8 � , andthedefinitions

of u� and � � thatu� } Á � P0
¨ 5 p8 � D � � } Á � P0

¨ 5 p8 � . It remainsto beshown that � � } ÁG5 p8 is ahomemarking
of
�
N
�
u� } Á P � . Recallthatthemarkingsu and � satisfythepropertythat � } Á§5 p8 is ahomemarkingof�

N
�
u } Á P � . Fivecasescanbedistinguished.In thiscaseanalysis,Requirementsi

�
andiv

�
of Theorem

7.13 areusedto determineexpressionsfor � � } Á%5 p8 andu� } Á P. Recall that u� D u
�

iN1t À oN1t ,� �)D � � iN0t À oN0t , and t  T0. First, if p n  iN1t 4 oN1t or if p  iN1t
*

oN1t andt nD tp, then� � } ÁV5 p8qD � } ÁV5 p8 andu� } Á P D u } Á P. Hence,the desiredresult simply follows from the above
property. Second,assumethat p  iN1t

*
oN1t andt D tp. It follows that p  iN0t

*
oN0t . Hence,� � } ÁU5 p8�D � } Á×5 p8 . It followsfrom theassumptionsthat p  iN1t andt D tp andthefactthatiN tp D_5 p8

that iN1t } Á P DØ5 p8 . Since p  oN1t , it follows that p  oN t . SinceiN tp DØ5 p8 and
�
N
�
[ p]
�

is
bounded,Property5.17 (Characterizationof boundedness)yields that oN tp DÙ5 p8 . Consequently,
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oN1t } Á P DÚ5 p8 . Thus,u� } Á P D u } Á P. As in the previous case,the desiredresultsimply follows
from theabovementionedpropertythat � } Á´5 p8 is a homemarkingof

�
N
�
u } Á P � . Third, assumethat

p  iN1t
¨
oN1t andt nD tp. It follows from p  iN1t andt  T0 that p  iN0t . It follows from p n  oN1t

andt nD tp that p n  oN0 t . Hence,� � } Á¾5 p8ÏD � } Ák5 p8 � [ p] andu� } Á P D u } Á P � [ p]. As a result,the
desiredresultfollows from theabove propertyandLemma7.10. Fourth,assumethat p  iN1t

¨
oN1 t

and t D tp. It follows from p  iN1t and iN tp D°5 p8 that iN1t } Á P D°5 p8�D iN t . It follows from
the requirementsof Theorem7.13 that oN1 tp } Á P D oN tp. Hence,u� } Á P D u } Á P

�
iN t À oN t . It

follows from p  iN1t that p  iN0t . It follows from t D tp that p  oN0t . Hence,� ��} Ák5 p8¶D � } Á¾5 p8 .
Since,by assumption,2 I

�
N1
�
u
�
[t Ä and p  iN1t , it follows from the fact that iN t DÚ5 p8 that also�

N
�
u } Á P � [t Ä . Consequently, u�!} Á P  [N

�
u } Á P Ä . Thus,Definition 5.25 (Homemarking), the fact

that � � } Á�5 p8�D � } Á�5 p8 , andthe assumptionthat � } Á�5 p8 is a homemarkingof
�
N
�
u } Á P � yield that� �¼} Á�5 p8 is a homemarkingof

�
N
�
u�Q} Á P � . Finally, if p  oN1t

¨
iN1t , thenalso p  oN0t

¨
iN0t . Thus,� � } ÁC5 p8½D � } Á�5 p8FÀ [ p] andu� } Á P D u } Á P À [ p]. It follows from theassumptionthat � } ÁC5 p8 is a

homemarkingof
�
N
�
u } Á P � andLemma7.6 that � } Á-5 p8�D 0 if andonly if u } Á P D 0. Hence,if� } Á�5 p8�D u } Á P D 0, thenthedesiredresultfollows from thefactthat

�
N
�
[ p]
�

is liveandboundedand
Lemma7.7. If � } Ák5 p8�nD 0 andu } Á P nD 0, it follows from thefact that

�
N
�
[ p]
�

is live andProperty
5.46(Monotonicityof liveness)that

�
N
� � } Á¾5 p8 � is live. Definitions5.21(Liveness)and5.25(Home

marking)yield that
�
N
�
u } Á P � is live. Thefact that

�
N
�
[ p]
�

is boundedandProperty5.51yield that�
N
�
u } Á P � is alsobounded.Hence,in thiscase,thedesiredresultfollows from thepropertythat � } ÁM5 p8

is ahomemarkingof
�
N
�
u } Á P � andProperty5.54(Monotonicityof homemarkings).

ii
�

Assumethat t  T0 is a transitionof N0 suchthat
�
N0
� � � [t Ä andsuchthat

�
N0
� � � [ ")Ä � N0

� � � � where" is equalto themethodidentifier
Â

0
�
t
�

andwheremarking � �  [N0
�
[i ] Ä is equalto � � iN0t À oN0t .

Requirementii
�

of Definition 2.8 statesthat it must be shown that thereexist markingsu� � u� �  s � P0 4 P
�

suchthat a
� 2 I

�
N1
�
u
� ��� 2 I

�
N1
�
u� � � [

� " � Äu2 I
�
N1
�
u� � , b

� 2 I
�
N1
�
u� � � H � N0

� � � , andc
�

2 I
�
N1
�
u� � H � N0

� � � � .
Let u� � D � andu� D � � iN1 t À oN1 t . Thischoicefor u� � andu� is inspiredby thefactthatit is possible
to reachmarking � from u by firing asmany transitionsof N asnecessary. Sincemarking � enables
transitiont , it is straightforwardto prove thedesiredrequirements.
Requirementa

�
is proven asfollows. Theassumptionthat � } Á´5 p8 is a homemarkingof

�
N
�
u } Á P � ,

Requirementsi
�

and iii
�

of Theorem7.13,andLemma7.11yield that thereexistsa firing sequence{� � T ¨ 5 tp 8 � � suchthat
�
N
�
u } Á P � [ {¶Ä � N � � } Á¤5 p8 � . Theassumptionthatu } Á � P0

¨ 5 p8 � D � } Á � P0
¨ 5 p8 � and

Requirementiv
�

of Theorem7.13imply that 2 I
�
N1
�
u
�

[ {¶Ä � N1
� � � . Definition6.11(Abstraction),the

definitionof I , andRequirementii
�

of Theorem7.13yield that 2 I
�
N1
�
u
� �)� 2 I

�
N1
� � � . It remains

to beshown that 2 I
�
N1
� � � [ "�Ä!2 I

�
N1
�
u� � . This resulteasilyfollows from theobservationthat,for all

t  T0, iN1t D iN0t , thefactsthat
�
N0
� � � [t Ä and

Â
0
�
t
� D_" , thedefinitionsof u� and I , andDefinition

5.7(Firing rule), thuscompletingtheproof of Requirementa
�
.

To prove Requirementb
�
, it mustbe shown that 2 I

�
N1
� � � H � N0

� � � . By assumption,�  [N0
�
[i ] Ä .

Since,alsoby assumption,u  [N1
�
[i ] Ä , Requirementa

�
shows that �  [N1

�
[i ] Ä . Clearly, also� } Á � P0

¨ 5 p8 � D � } Á � P0
¨ 5 p8 � . Thus,since � } Á P D � } ÁG5 p8 , Requirementb

�
follows from Corollary7.8

andLemma7.6 i
�
.

To prove Requirementc
�
, two casesmustbedistinguished.First,assumethatt nD tp. It follows from

therequirementsof Theorem7.13that iN1t D iN0t andoN1t D oN0t . Thus,Requirementc
�

simplifies
to 2 I

�
N1
� � � � H � N0

� � � � , which is proven in a similar way asRequirementb
�
. Second,assumethat

t D tp. It follows from the assumptionsand the proof of Requirementa
�

that � �  [N0
�
[i ] Ä and

u�  [N1
�
[i ] Ä . It follows from the requirementsof Theorem7.13 that iN1t D iN0t and oN1t D

oN0t
¨ 5 p8�4 oN t . Thedefinitionsof � � andu� yield thatu�3} Á � P0

¨ 5 p8 � D � �¼} Á � P0
¨ 5 p8 � . It remainsto

beshown that � � } ÁG5 p8 is ahomemarkingof
�
N
�
u� } Á P � . Again two casesneedto bedistinguished.If
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p  iN0t , thefactthat t D tp andRequirementi
�

of Theorem7.13yield that � � } Á¾5 p8µD � } Ák5 p8 . Since
t D tp, iN1t D iN0t , oN1t D oN0t

¨ 5 p8O4 oN t , andiN tp Dm5 p8 , it follows thatu� } Á P D � � � iN1t À oN1t
� } Á

P D � } Á¥5 p8 � [ p] À oN t D � } Á¥5 p8 � iN t À oN t . Sincep  iN0t and
�
N0
� � � [t Ä , it follows that � Ê [ p].

Thus,Definition 5.7(Firing rule)yieldsthat
�
N
� � } Á¾5 p8 � [

Â��
t
� Ä � N � u� } Á P � ; in addition,Corollary7.8

yieldsthat � } Áv5 p8 is ahomemarkingof
�
N
� � } Áv5 p8 � . It follows from Definition5.25(Homemarking)

andthefactsthat � � } Á×5 p8�D � } Á×5 p8 andthat
�
N
� � } ÁM5 p8 � [ Â�� t � Ä � N � u� } Á P � that � � } Á×5 p8 is ahomemarking

of
�
N
�
u� } Á P � , whichcompletestheproof in thiscase.If p n  iN0t , then � � } Áv5 p8�D � } Áv5 p8^À [ p]. Since

iN1t D iN0t andoN1t D oN0t
¨ 5 p8)4 oN t , it follows thatu�¼} Á P D � } Á�5 p8)À oN t . Corollary7.8 yields

that � } ÁG5 p8QÀ [ p] is ahomemarkingof
�
N
� � } Á75 p8^À [ p]

�
. It follows from Definition5.7(Firing rule)

that
�
N
� � } ÁÌ5 p8�À [ p]

�
[
Â��

t
� Ä � N � u��} Á P � . Definition5.25(Homemarking)yieldsthat � �V} Á�5 p8 is ahome

markingof
�
N
�
u� } Á P � , whichcompletestheproof alsoin this case.

iii
�

Requirementiii
�

of Definition 2.8 (Branchingbisimilarity) statesthat thefollowing two implications
mustbeshown:


 2 I
�
N1
�
u
� � < � N0

� � � and

��

N0
� � � � <x2 I

�
N1
�
u
�
.

First, assumethat

 2 I

�
N1
�
u
�
. It follows from Definition 6.1 (Semanticsof M-labeledP/T nets)that

u D [o]. If p nD o, thenu } Á � P0
¨ 5 p8 � D [o] andu } Á P D 0. Since2 I

�
N1
�
u
� H � N0

� � � , it follows from
thedefinitionof H that � } Á � P0

¨ 5 p8 � D [o] andthat � } Ák5 p8 is a homemarkingof
�
N
�
0
�
. Lemma7.6

yieldsthat � } Ák5 p8ÓD 0. Hence,� D [o]. Clearly, Definition 6.1yieldsthat

��

N0
� � � . It follows from

Definition2.7( < ) that < � N0
� � � . If p D o, thenu } Á � P0

¨ 5 o8 � D � } Á � P0
¨ 5 o8 � D 0 and � } Á§5 o8 is ahome

markingof
�
N
�
[o]
�
. Since

�
N
�
[o]
�

is liveandbounded,Lemma7.7showsthat[o] is ahomemarking
of
�
N
�
[o]
�
. Lemma7.6 ii

�
impliesthat � } ÁG5 o8 cannotbetheemptybag.Furthermore,it follows from

Property5.17(Characterizationof boundedness)that � } Ák5 o8½n¿ [o]. Combiningtheseresultsimplies
that � } Á75 o8·D [o]. Thus,we mayconcludethat � D � } Á � P0

¨ 5 o8 � À � } ÁG5 o8·D [o], whichby Definitions
6.1and2.7completestheproof of thefirst implication.
Second,assumethat


��
N0
� � � . It follows from Definition 6.1 (Semanticsof M-labeledP/T nets)that� D [o]. If p nD o, thenit follows from thedefinitionof H thatu } Á � P0

¨ 5 p8 � D [o] andthat0 is ahome
markingof

�
N
�
u } Á P � . Lemma7.6 yields thatu } Á P D 0. As a result,u D [o]. Hence,


 2 I
�
N1
�
u
�
,

whichimpliesthat <t2 I
�
N1
�
u
�
. If p D o, thenu } Á � P0

¨ 5 o8 � D 0and[o] isahomemarkingof
�
N
�
u } Á P � .

Lemma7.11 andRequirementii
�

of Theorem7.13 imply that 2 I
�
N1
�
u
� ��� 2 I

�
N1
�
[o]
�
. Hence,

Definition 2.7yields that <t2 I
�
N1
�
u
�
. This lastresultprovesthesecondimplication,completingthe

proof that H satisfiesRequirementiii
�

of Definition2.8.

At this point, it hasbeenshown that relation H asdefinedabove is a branchingbisimulation. As a result,
N1 is a subclassof N0 underprojectioninheritance,providedthat N1 is a life cycle. Thesecondpartof the
proof is devotedto this lastrequirement.

Net N1 satisfiesRequirementi
�

(Connectedness)of Definition 6.2 (Objectlife cycle), becauseboth N
and N0 areconnected.The latter follows from the fact that N0 is an object life cycle. The fact that N1

satisfiesRequirementii
�

(Objectcreation)of Definition 6.2 follows from theobservation that
�
tp
�
p
�  F0,

which by the fact that N0 is anobjectlife cycle implies that p nD i . Requirementiii
�

(Objecttermination)
follows from therequirementin Theorem7.13that p D o implies thatoN p D³5 tp 8 . Theremainderof the
proof shows that N1 alsosatisfiesRequirementsiv

�
, v
�
, andvi

�
of Definition 6.2. It usesthe fact that the

relation H of thefirst partof theproof is a branchingbisimulationbetween2 I
�
N1
�
[i ]
�

and
�
N0
�
[i ]
�
, with

I Dm" � N1
�
[i ]
�7¨ " � N0

�
.

Requirementiv
�

(Propertermination)meansthat the following must be shown: For every reachable
markings  [N1

�
[i ] Ä , o  s implies s D [o]. Let u  [N1

�
[i ] Ä bea reachablemarkingof

�
N1
�
[i ]
�

such
thato  u. SinceH is abranchingbisimulationbetween2 I

�
N1
�
[i ]
�

and
�
N0
�
[i ]
�
, Lemma6.17impliesthat

thereexistsamarking �  [N0
�
[i ] Ä suchthat 2 I

�
N1
�
u
� H � N0

� � � . Consequently, u } Á � P0
¨ 5 p8 � D � } Á � P0

¨ 5 p8 �
and � } Á¾5 p8 is a homemarkingof

�
N
�
u } Á P � . Assumethat p nD o. Sinceo  u ando  P0

¨ 5 p8 , this means
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thato  � . It follows from thefactthat N0 is anobjectlife cycle andRequirementiv
�

(Propertermination)
of Definition 6.2(Objectlife cycle) that � D [o]. This yieldsthatu } Á � P0

¨ 5 p8 � D [o]. Anotherconsequence
of thefactthat � D [o] is that � } Á75 p8·D 0, whichmeansthat0 is ahomemarkingof

�
N
�
u } Á P � . Lemma7.6

yields thatu } Á P D 0. Sinceu } Á � P0
¨ 5 p8 � D [o], u D u } Á � P0

¨ 5 p8 � À u } Á P D [o] À 0 D [o], which proves
that N1 satisfiesRequirementiv

�
(Propertermination)of Definition 6.2 in this case.Assumethat p D o. It

follows that � } Á75 o8 is ahomemarkingof
�
N
�
u } Á P � and,sinceo  u, u } Á P Ê [o]. Since

�
N
�
[o]
�

is liveand
bounded,Lemma7.6 ii

�
impliesthat � } Á>5 o8¢nD 0; Requirementiv

�
(Propertermination)of Definition6.2and

thefactthat N0 is anobjectlife cyclewith �  [N0
�
[i ] Ä impliesthat � n ¿ [o]. Thus, � } ÁG5 o8uD � D [o]. This

resulthastwo consequences.First,u } Á � P0
¨ 5 o8 � D � } Á � P0

¨ 5 o8 � D 0. Second,u } Á P D [o]. Thelatterfollows
from the following observations. By assumption,

�
N
�
[o]
�

is free-choice,connected,live, andbounded.
Property5.34implies that [o] marksevery S-componentof N with onetoken and,thus,thatplaceo is an
elementof every S-componentof N. It follows from thefact that [o] is a homemarkingof

�
N
�
u } Á P � and

Property5.32thatu } Á P marksevery S-componentof N alsowith asingletoken.RecallthatTheorem5.49
(S-coverability) impliesthatevery placeof N is containedin thesetof placesof at leastoneS-component.
Sinceu } Á P and[o] both mark every S-componentof N with exactly onetoken andsinceu } Á P Ê [o], it
follows that u } Á P D [o], which is the desiredresult. Summarizingthe resultsobtainedso far yields that
u D u } Á � P0

¨ 5 o8 � À u } Á P D 0 À [o] D [o], which provesthat N1 satisfiesRequirementiv
�

of Definition 6.2
alsoin thiscase.

To prove that N1 satisfiesRequirementv
�

(Terminationoption)of Definition6.2, it mustbeshown that,
for every reachablemarking s  [N1

�
[i ] Ä , [o]  [N1

�
sÄ . Let u  [N1

�
[i ] Ä be a reachablemarkingof�

N1
�
[i ]
�
. As before,usingthe fact that H is a branchingbisimulationbetween2 I

�
N1
�
[i ]
�

and
�
N0
�
[i ]
�
,

Lemma6.17yields that thereexists a marking �  [N0
�
[i ] Ä suchthat 2 I

�
N1
�
u
� H � N0

� � � . Consequently,
u } Á � P0

¨ 5 p8 � D � } Á � P0
¨ 5 p8 � and � } ÁÌ5 p8 is ahomemarkingof

�
N
�
u } Á P � . Since

�
N
�
[ p]
�

is liveandbounded,
Lemma7.11andRequirementi

�
of Theorem7.13yield that thereexists a firing sequence{¬ � T ¨ 5 tp 8 � �

suchthat
�
N
�
u } Á P � [ {¶Ä � N � � } ÁP5 p8 � . It followsfrom Requirementsi

�
andiv

�
of Theorem7.13that

�
N1
�
u
�
[ {µÄ�

N1
� � � . It remainsto beshown that [o] canbereachedfrom marking � . It follows from thefact that N0 is

anobjectlife cycle, the fact that �  [N0
�
[i ] Ä , andRequirementv

�
(Terminationoption)of Definition 6.2

(Object life cycle) that [o]  [N0
� � Ä . Let { 0  T0 � be a firing sequencesuchthat

�
N0
� � � [ { 0 Ä � N0

�
[o]
�
.

It is possibleto transform{ 0 into a firing sequence�{ 0  � T0 4 T
� � suchthat

�
N1
� � � [ �{ 0 Ä � N1

�
[o]
�
. This

transformationis inductively definedasfollows. If tp n  �{ 0, then �{ 0 DÛ{ 0. Clearly, this firing sequence
satisfiestherequirement.If tp  R{ 0, thenassumethat { 0 is of theform { 1tp { 2 with tp n  q{ 1. Let � �  xs � P0

�
be the markingof N0 suchthat

�
N0
� � � [ { 1tp Ä � N0

� � � � [ { 2Ä � N0
�
[o]
�
. It follows from the requirementsof

Theorem7.13 that
�
N1
� � � [ { 1tp Ä � N1

� � � � [ p] À oN tp
�
. Note that � ��Ê [ p]. Corollary 7.8 implies that� �%} Á>5 p8 is ahomemarkingof

�
N
� � �V} Á�5 p8 � . SinceiN tp Dm5 p8 , it follows from Definition5.7(Firing rule) that�

N
� � � } Á 5 p8 � [ Â�� t � Ä � N � � � } Á 5 p8 � [ p] À oN tp

�
. Definition5.25(Homemarking)impliesthat � � } Á 5 p8 isalsoahome

markingof
�
N
� � �ª} Á§5 p8 � [ p] À oN tp

�
. Lemma7.11yieldsthatthereexistsafiring sequence{ 3  � T ¨ 5 tp 8 � �

suchthat
�
N
� � � } ÁÌ5 p8 � [ p] À oN tp

�
[ { 3 Ä � N � � � } ÁÌ5 p8 � . Consequently, also

�
N1
� � � � [ p] À oN tp

�
[ { 3Ä � N1

� � � � .
Thus,

�
N1
� � � [ { 1tp { 3 Ä � N1

� � � � . Choosing �{ 0 Dº{ 1tp { 3 �{ 2, it follows that
�
N1
� � � [ �{ 0 Ä � N1

�
[o]
�
. Since�

N1
�
u
�

[ {µÄ � N1
� � � , it follows that

�
N1
�
u
�

[ { �{ 0Ä � N1
�
[o]
�
, proving that [o]  [N1

�
u Ä . Thus,

�
N1
�
[i ]
�

satisfiesRequirementv
�

(Terminationoption)of Definition6.2.
It remainsto prove Requirementvi

�
of Definition 6.2sayingthat

�
N1
�
[i ]
�

containsno deadtransitions,
asdefinedin Definition5.20.SinceN1 is definedastheunionof N0 andN, thesetof transitionsof N1 is the
setT0 4 T . Thegoal is to construct,for every transitionof N1, a firing sequenceleadingto a markingthat
enablesthattransition.First, let t bea transitionin T0. It follows from thefactthat N0 is anobjectlife cycle
that

�
N0
�
[i ]
�

hasno deadtransitions.Consequently, thereexist a firing sequence{¬ T0 � anda marking
s  ts � P0

�
suchthat

�
N0
�
[i ]
�

[ {¶Ä � N0
�
s
�

and
�
N0
�
s
�
[t Ä . Let �{ bethefiring sequencein

�
T0 4 T

� � thatis the
resultof transforming{ accordingto thetransformationintroducedin thepreviouspartof theproof. Recall
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that, for all t  T0, iN1t D iN0t . It follows that
�
N1
�
[i ]
�

[ �{µÄ � N1
�
s
�

and
�
N1
�
s
�
[t Ä . Thus,t is not deadin�

N1
�
[i ]
�
. Second,let t bea transitionin T

¨ 5 tp 8 . Since
�
N0
�
[i ]
�

doesnot containany deadtransitions,there
existsafiring sequence{� � T0

¨ 5 tp 8 � � andamarkings  qs � P0
�

suchthat
�
N0
�
[i ]
�

[ { tp Ä � N0
�
s
�
. Notethat

s Ê [ p]. It follows from therequirementsof Theorem7.13that
�
N1
�
[i ]
�

[ { tp Ä � N1
�
s
�

[ p] À oN tp
�
. Since�

N
�
[ p]
�

is live, it follows from Definitions5.21(Liveness)and5.7(Firing rule)andthefactthatiN tp D_5 p8
thatalso

�
N
�
oN tp

�
is live. As a resultof Property5.22,transitiont is not deadin

�
N
�
oN tp

�
. It follows that

thereis a firing sequence{ 0  T � anda markings�  xs � P � suchthat
�
N
�
oN tp

�
[ { 0 Ä � N � s� � and

�
N
�
s� � [t Ä .

Sequence{ 0 canbechosensuchthat tp n  �{ 0. To prove this claim, assumethat { 0 D¬{ 1tp { 2 with tp n  �{ 2.
Let s� �  ts � P � bethemarkingsuchthat

�
N
�
oN tp

�
[ { 1tp Ä � N � s� � � [ { 2 Ä � N � s� � . It follows from Definition5.7

(Firing rule) thats� � Ê oN tp. Since
�
N
�
[ p]
�

is bounded,it follows from Property5.51thatalso
�
N
�
oN tp

�
is bounded.Thus,Property5.17(Characterizationof boundedness)yields thats� � D oN tp. Consequently,{ 2 is a firing sequence,satisfyingthedesiredpropertythat tp n  �{ 2 and

�
N
�
oN tp

�
[ { 2Ä � N � s� � . Therefore,

assumethat tp n  »{ 0. Sinces Ê [ p], it follows that
�
N1
�
s
�

[ p] À oN tp
�

[ { 0Ä � N1
�
s
�

[ p] À s� � . Since�
N
�
s� � [t Ä , it follows that

�
N1
�
s
�

[ p] À s� � [t Ä . From
�
N1
�
[i ]
�

[ { tp Ä � N1
�
s
�

[ p] À oN tp
�
, it follows that�

N1
�
[i ]
�

[ { tp { 0Ä � N1
�
s
�

[ p] À s� � . As a result, t is not deadin
�
N1
�
[i ]
�
. Combiningthe resultsof the

two casesyieldsthat
�
N1
�
[i ]
�

hasno deadtransitions,which provesRequirementvi
�

of Definition 6.2and
completestheproof of Theorem7.13. a

p

o
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pmat
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N1

tp

p p

o
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tp repp

tp

repp

repp

cerr

Figure7.14:A transformationbasedon inheritancerulePJ.

Example7.15.ConsideragainExample6.15.TherelationshipbetweenN2 andN1 canbeprovenby means
of inheritancerule PJ given in Theorem7.13. The transformationis illustratedin Figure7.14. Thearc in
P/TnetN1 betweentransitiontp andits outputplacep is replacedby netN minusthedashedarcbetweenp
andtp. Theresultis P/TnetN2. Since

�
N
�
[ p]
�

is free-choice,live,andboundedandsincemethodidentifier
cerr doesnotoccurasa transitionlabelin N1, N2 is a subclassunderprojectioninheritanceof N1.

7.4 Inheritance rule PT

Thethird inheritancerule of this sectionpreservesprotocolinheritance.It is illustratedin Figure7.16.The
inheritancerule is inspiredby Axiom PT which is thealgebraicaxiom of inheritancedefinedin Property
4.24.InheritancerulePT canbeusedto extendagivenlife cyclewith alternative branchesof behavior. Let
N0 beanobjectlife cycle. Theextensionof N0 is basedonafree-choiceP/TnetN with aplacepi suchthat
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�
N
�
[ pi ]

�
is liveandbounded.NetsN0 andN sharetwo placespi andpo andno othernodes.Furthermore,

N containsa transitiony with po asits only input placeand pi asits only outputplace. The P/T net N1

resultingfrom inheritancerulePT is definedastheunionof N0 andN aftertheremoval of transitiony. Place
pi functionsasthe entry point of the alternative branchesof behavior addedto N0, whereaspo functions
astheexit point. Therequirementthat

�
N
�
[ pi ]

�
is live andboundedensuresthatany tokenthat transitions

in N consumefrom placepi is eventuallyreturnedto po. Two additionalrequirementsguaranteethat N1

is an object life cycle. First, it is requiredthat N0 extendedwith a freshtransitionx with input place pi

andoutputplacepo is anobjectlife cycle. Transitionx emulatesthebehavior of N in N1. Note that x is
only introducedto formulatethe requirementsof inheritancerule PT; it is not presentin the original life
cycle N0, theextensionN, or thesubclassN1. Second,recall that inheritancerule PP is a specialcaseof
inheritancerule PT. RulePT reducesto rule PP whenplacespi and po coincide. If placespi and po are
different,thenit is assumedthat theonly input transitionof placepi in N is transitiony andthat theonly
outputtransitionof po in N is y. Thisassumptionexcludesthepossibilityof iterationsbeginningandending
in placepi or placepo, thusguaranteeingthat themodificationof theoriginal life cycle truly hasplacepi

asits entrypoint andplacepo asits exit point. A final requirementguaranteesthat N1 is a subclassof N0

underprotocolinheritance:All transitionsof N with input placepi musthave a visible labelnot appearing
in thealphabetof N0. This requirementmeansthattransitionsof N with inputplacesin N0 actasguards,as
explainedin Section4.2.Encapsulatingtheguardsleadsto anetwhosebehavior is identicalto thebehavior
of theoriginal life cycle, thusguaranteeingthat N1 is a subclassof N0 underprotocolinheritance.

Thegeneralityof inheritancerule PT is similar to thegeneralityof inheritancerulesPP andPJ. How-
ever, notall requirementsof PT canbeverifiedwith thesameefficiency astherequirementsof thetwoearlier
rules.Therequirementthattheextensionof N0 with theextra transitionx yieldsa life cycle is, theoretically,
hardto verify. However, it is ourexpectationthatthefactthatit is known thatN0 is a life cyclealleviatesthe
problemto suchanextentthatit is notaproblemin practice.It is aninterestingtopic for furtherresearchto
find anefficient algorithmto verify this requirement.It might bepossibleto replacetherequirementwith a
simplestructural requirementthatcanbeverifiedefficiently andthatdoesnotcompromisethegeneralityof
therule toomuch.

y

i

N0

b0

o

PT

N

x

po

pi
b1

Figure7.16:A protocol-inheritancerule.

Theorem 7.17.(Protocol-inheritancerule PT) Let N0 D �
P0
�
T0
�
F0
�´Â

0
�

beanobjectlife cycle in Í . Let
N D �

P
�
T
�
F
�´Âp�

bea connected, M-labeled,free-choiceP/T net. Assumethatx  U is a freshidentifier
notappearingin P0 4 T0 4 P 4 T . If N containsplacespi

�
po  P anda transitiony  T suchthat

i
�

P0
*

P D_5 pi
�
po 8 , T0

*
T Dm� ,

ii
�

iN y Dm5 po 8 , oN y D�5 pi 8 , pi nD po
� iN pi D oN po Dm5 y8 ,

iii
�#�MÔ

t : t  oN pi :
Â��

t
�  Ë " � N0

�7�
,
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iv
�#�

N
�
[ pi ]

�
is liveandbounded,

v
�

N1 D N0 4 � P � T ¨ 5 y8 � F ¨ 5 � y � pi
�-�	�

po
�
y
� 8 �´ÂV¨ 5 � y �´Â�� y�v� 8 � is well defined,and

vi
�

Nx
0 D � P0

�
T0 4o5 x 8 � F0 4�5 � pi

�
x
�-�	�

x
�
po
� 8 �´Â 0 4�5 � x � 2 � 8 � is anobjectlife cycle,

thenN1 is anobjectlife cycle in Í suchthat N1 � pt N0.

Proof. The proof consistsof two parts. In the first part, a branchingbisimulationis given showing that�
N0
�
[i ]
�

and
�
N1
�
[i ]
�

satisfy the requirementof Definition 6.13 i
�

(Protocolinheritance). In the second
part,it is proventhat N1 is anobjectlife cycle.

It mustbeshown that thereexistsan H
�

E suchthat
i

H
�
N1
�
[i ]
� T b

�
N0
�
[i ]
�
. Property6.20suggests

that H canbechosenequalto " � N1
�
[i ]
�7¨ " � N0

�
. Let H betherelation 5 �Mi H

�
N1
�
u
�-�	�

N0
�
u
�7� } u  ts � P0

� 8 .
It is straightforwardto prove thatthis relationis abranchingbisimulationbetween

i
H
�
N1
�
[i ]
�

and
�
N0
�
[i ]
�
,

asdefinedin Definition2.8.Theessenceof theproof is thatplacesof N becomenevermarkedin N1 afteren-
capsulationof theguardsand,thus,transitionsof N becomenever enabled.Clearly,

i
H
�
N1
�
[i ]
� H � N0

�
[i ]
�
.

Assumethatu is a markingin s � P0
�
, which implies that

i
H
�
N1
�
u
� H � N0

�
u
�
. Threerequirementshave to

beverified.

i
�

First,assumethatt  T0 4 T is a transitionof N1 suchthat
i

H
�
N1
�
u
�
[t Ä andsuchthat

i
H
�
N1
�
u
�

[ "�Äi
H
�
N1
�
u� � where "�D �MÂ

0 4 ÂV�-� t � andwheremarkingu�  Ks � P0 4 P
�

is equalto u
�

iN1t À oN1t .
Requirementi

�
of Definition 2.8 impliesthatit mustbeshown thatthereexist two markings� � � � � �! s � P0

�
suchthat

�
N0
�
u
� �)� �

N0
� � � � � [

� " � Ä � N0
� � � � , i H

�
N1
�
u
� H � N0

� � � � � , and
i

H
�
N1
�
u� � H � N0

� � � � .
It followsfrom thefactthat

�
N
�
[ pi ]

�
is boundedandProperty5.17(Characterizationof boundedness)

thatevery transitionin N hasanonemptypreset.Thus,it follows from thedefinitionof H , Definition
6.10(Encapsulation),the fact that u is a markingin s � P0

�
, andRequirementiii

�
of Theorem7.17,

that t is a transitionin T0 andthat u� is a markingin s � P0
�
. Consequently,

�
N0
�
u
�

[
Â

0
�
t
� Ä � N0

�
u� �

with
Â

0
�
t
� Dm" . Hence,assumingthat � � � D u and � � D u� , theproof requirementis satisfied.

ii
�

Second,assumethat t  T0 is a transitionof N0 suchthat
�
N0
�
u
�
[t Ä andsuchthat

�
N0
�
u
�

[
Â

0
�
t
� Ä�

N0
�
u� � whereu�  Üs � P0

�
is equalto u

�
iN0t À oN0t . Clearly, this meansthat

i
H
�
N1
�
u
�

[
Â

0
�
t
� Äi

H
�
N1
�
u� � . Thus,alsoRequirementii

�
of Definition 2.8 is satisfied.

iii
�

Third, Requirementiii
�

of Definition 2.8 statesthat the following two implicationsmustbe shown:
¢i
H
�
N1
�
u
� � < � N0

�
u
�

and

Ë�

N0
�
u
� � < i H

�
N1
�
u
�
. Assume


�i
H
�
N1
�
u
�
. It follows from

Definition 6.1 (Semanticsof M-labeledP/T nets)that u D [o]. Hence,also

Ë�

N0
�
u
�
. Definition

2.7 (< ) yieldsimmediatelythat < � N0
�
u
�
. Thesecondimplicationis provenin thesameway, which

completesthefirst partof theproof.

The secondpart of the proof shows that N1 is an object life cycle. It is straightforward to seethat N1

satisfiesRequirementi
�

of Definition 6.2 (Objectlife cycle). If pi D po, thenRequirementsii
�

and iii
�

of
Definition 6.2 follow from Requirementvi

�
of Theorem7.17. If pi nD po, thesetwo requirementsfollow

from Requirementsii
�

andvi
�

of Theorem7.17.
To prove that N1 satisfiesRequirementsiv

�
andv

�
of Definition 6.2,we startby showing thatany firing

sequenceof
�
N1
�
[i ]
�

preservesaninvariantgivenbelow. Let Ti bethesetof transitions5 t  T } iN DË5 pi 878
andTo thesetof transitions5 t  T } oN DË5 po 878 . Note that it easilyfollows from the fact that

�
N
�
[ pi ]

�
is

live andboundedthat thereareno othertransitionsin T thanthosein Ti with pi in their preset;similarly,
no othertransitionsin T thanthosein To have po in their postset.For any firing sequence{� � T0 4 T

� �
of
�
N1
�
[i ]
�
, { � Ti

�
and { � To

�
denotethenumberof occurrencesof transitionsin Ti in { andthenumberof

occurrencesof transitionsin To in { , respectively. For any {� � T0 4 T
� � andmarkings  �s � P0 4 P

�
such

that
�
N1
�
[i ]
�

[ {µÄ � N1
�
s
�
, it canbeshown that { satisfiestheinvariantthat[ p| A Ti B Å | A To Bo ] is a homemarking

of
�
N
�
s } Á P ¨ 5 pi

�
po 8 � , where[ po

0] D 0. (The readershouldconvince him- or herselfthat { � Ti
��� { � To

�
cannotbenegative.) Theproof is by inductionon thelengthof { .
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Assume{@DºÆ , which meansthat
�
N1
�
[i ]
�

[ {µÄ � N1
�
[i ]
�
. It follows that { � Ti

� Dº{ � To
� D 0 and

[i ] } Á P ¨ 5 pi
�
po 8�D 0. Lemma7.6impliesthedesiredresult.

Assumethat the desiredpropertyholds for a {@ � T0 4 T
� � andmarkings  Çs � P0 4 P

�
suchthat�

N1
�
[i ]
�
[ {µÄ � N1

�
s
�
. Let t  T0 4 T, { � D_{ t , ands� D s

�
iN1t À oN1t . It mustbeshown that[ p|   A Ti B Å |   A To Bo ]

is a homemarkingof
�
N
�
s��} Á P ¨ 5 pi

�
po 8 � . Threecasescanbedistinguished.

First, assumethat t n  Ti 4 To or t  Ti
*

To. It follows that { � � Ti
�6� { � � To

� DÚ{ � Ti
�6� { � To

�
. If

t n  T
¨¼�

Ti 4 To
�
, thens� } Á P ¨ 5 pi

�
po 8�D s } Á P ¨ 5 pi

�
po 8 andthe desiredresult follows immediatelyfrom

the assumptionthat [ p| A Ti B Å | A To Bo ] is a homemarking of
�
N
�
s } Á P

¨ 5 pi
�
po 8 � . If t  T

¨��
Ti 4 To

�
, then�

N
�
s } Á P ¨ 5 pi

�
po 8 � [t Ä � N � s� } Á P ¨ 5 pi

�
po 8 � andthedesiredresultfollows from theassumptionandDefinition

5.25(Homemarking).
Second,assumethatt  Ti

¨
To. It follows that { � � Ti

�^� { � � To
� Dm{ � Ti

�^� { � To
� c 1, s� D s

�
[ pi ] À oN t ,

ands��} Á P
¨ 5 pi

�
po 8�D s } Á P

¨ 5 pi
�
po 8µÀ oN t . It canbe shown that [ p| A Ti B Å | A To B É 1

o ] is a homemarkingof�
N
�
s } Á P ¨ 5 pi

�
po 8CÀ [ po]

�
. Observethat

�
N
�
[ po]

�
is liveandbounded.If { � Ti

� Dm{ � To
�
, then,by Lemma7.6

andtheassumptionthat[ p| A Ti B Å | A To Bo ] is ahomemarkingof
�
N
�
s } Á P ¨ 5 pi

�
po 8 � , s } Á P ¨ 5 pi

�
po 8�D 0. Lemma

7.7 impliesthat [ po] is a homemarkingof
�
N
�
[ po]

�
, which provesthat [ p| A Ti B Å | A To B É 1

o ] is a homemarking
of
�
N
�
s } Á P ¨ 5 pi

�
po 8FÀ [ po]

�
in this case.If { � Ti

�l¿ { � To
�
, then[ p| A Ti B Å | A To Bo ] nD 0 and,by Lemma7.6,

s } Á P ¨ 5 pi
�
po 8jnD 0. Thus,it follows from thefactthat

�
N
�
[ po]

�
is live andProperty5.46(Monotonicityof

liveness)thatalso
�
N
�
[ p| A Ti B Å | A To Bo ]

�
is live. Definitions5.21(Liveness)and5.25(Homemarking)yield that�

N
�
s } Á P ¨ 5 pi

�
po 8 � is live. Thefactthat

�
N
�
[ po]

�
is boundedandProperty5.51yield that

�
N
�
s } Á P ¨ 5 pi

�
po 8 �

is alsobounded.Hence,the fact that [ p| A Ti B Å | A To Bo ] is a homemarkingof
�
N
�
s } Á P ¨ 5 pi

�
po 8 � andProperty

5.54 (Monotonicity of homemarkings)yield also in this casethat [ p| A Ti B Å | A To B É 1
o ] is a homemarkingof�

N
�
s } Á P

¨ 5 pi
�
po 8ÓÀ [ po]

�
. Clearly,

�
N
�
s } Á P

¨ 5 pi
�
po 8¶À [ po]

�
[yt Ä � N � s } Á P

¨ 5 pi
�
po 8ÏÀ oN t

�
. Hence,

Definition5.25(Homemarking)yieldsthat[ p| A Ti B Å | A To B É 1
o ] is ahomemarkingof

�
N
�
s } Á P ¨ 5 pi

�
po 8�À oN t

�
,

which is thedesiredresult.
Third, assumethatt  To

¨
Ti . It follows that { � � Ti

�·� { � � To
� D_{ � Ti

��� { � To
�·�

1, s� D s
�

iN t À [ po],
ands� } Á P ¨ 5 pi

�
po 8�D s } Á P

¨ 5 pi
�
po 8 � iN t . It follows from the assumptionthat [ p| A Ti B Å | A To Bo ] is a home

markingof
�
N
�
s } Á P ¨ 5 pi

�
po 8 � andthefactthat

�
N
�
s } Á P ¨ 5 pi

�
po 8 � [t Ä � N � s } Á P ¨ 5 pi

�
po 8 � iN t À [ po]

�
that

[ p| A Ti B Å | A To Bo ] is alsoa homemarkingof
�
N
�
s } Á P ¨ 5 pi

�
po 8 � iN t À [ po]

�
. Recallthat

�
N
�
[ po]

�
is live and

bounded.It follows from Lemma7.10that[ p| A Ti B Å | A To B Å 1
o ] is a homemarkingof

�
N
�
s } Á P ¨ 5 pi

�
po 8 � iN t

�
,

which is thedesiredresult.
Summarizing,it hasbeenshown thatany {� � T0 4 T

� � andmarkings  qs � P0 4 P
�

suchthat
�
N1
�
[i ]
�
[ {µÄ�

N1
�
s
�

satisfythe invariantthat [ p| A Ti B Å | A To Bo ] is a homemarkingof
�
N
�
s } Á P ¨ 5 pi

�
po 8 � . Assumethat {, �

T0 4 T
� � andmarkings  xs � P0 4 P

�
aresuchthat

�
N1
�
[i ]
�

[ {µÄ � N1
�
s
�
. Let { �  T � bea firing sequence

of N suchthat
�
N
�
s } Á P ¨ 5 pi

�
po 8 � [ {¶�ÝÄ � N � [ p| A Ti B Å | A To Bo ]

�
. Lemma7.11 implies that {µ� canbe chosenin

suchaway thatit containsno transitionsfrom Ti 4o5 y8 . Hence,
�
N1
�
[i ]
�

[ {µ{ � Ä � N1
�
s } Á P0 À [ p| A Ti B Å | A To Bo ]

�
.

Thus, { can be always be extendedin sucha way that all tokensin placesin P
¨ 5 pi

�
po 8 aremoved to

placepo. In otherwords,assumingthat Þ{m � T0 4�5 x 8 � � is thefiring sequenceobtainedby replacingevery
occurrenceof a transitionin Ti in { with transitionx and removing all other occurrencesof transitions
in T , it follows from the above invariancepropertythat this firing sequenceis enabledin

�
Nx

0
�
[i ]
�

and�
Nx

0
�
[i ]
�

[ Þ{µÄ � Nx
0
�
s } Á P0 À [ p| A Ti B Å | A To Bo ]

�
.

To prove that N1 satisfiesRequirementiv
�

of Definition 6.2, it mustbeshown that,for every reachable
markings  [N1

�
[i ] Ä , o  s impliess D [o]. Let s  [N1

�
[i ] Ä be a reachablemarkingof

�
N1
�
[i ]
�

such
that o  s and let {Ø � T0 4 T

� � be a firing sequencesuchthat
�
N1
�
[i ]
�

[ {¶Ä � N1
�
s
�
. It follows from

the above observation that
�
Nx

0

�
[i ]
�

[ Þ{µÄ � Nx
0

�
s } Á P0 À [ p| A Ti B Å | A To Bo ]

�
. Clearly, sinceo  s ando  P0,

o  s } Á P0 À [ p| A Ti B Å | A To Bo ]. It follows from the fact that Nx
0 is an object life cycle andRequirementiv

�
of Definition 6.2 that s } Á P0 À [ p| A Ti B Å | A ToBo ] D [o]. Assumes

¿
[o]. It follows that s } Á P0

¿
[o] and/or

s } Á P ¨ 5 pi
�
po 8�nD 0. Clearly, the formercontradictsthefactsthato  P0 ands } Á P0 À [ p| A Ti B Å | A To Bo ] D [o].
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Accordingto theabove invariancepropertyandLemma7.6,thelatterimpliesthat { � Ti
�3� { � To

�¢¿
0. Since

o  s ando  P0, it follows thato  s } Á P0. Thecombinationof { � Ti
�3� { � To

�¢¿
0 ando  s } Á P0 contradicts

thefactthats } Á P0 À [ p| A Ti B Å | A To Bo ] D [o], whichmeansthatalsos } Á P ¨ 5 pi
�
po 8¢nD 0 leadsto a contradiction.

Hence,s D [o], whichcompletesthispartof theproof.
To prove that N1 satisfiesRequirementv

�
(Terminationoption)of Definition 6.2 (Objectlife cycle), it

mustbeshown that,for everyreachablemarkings  [N1
�
[i ] Ä , [o]  [N1

�
sÄ . Lets  [N1

�
[i ] Ä beareachable

markingof
�
N1
�
[i ]
�

andlet {J � T0 4 T
� � bea firing sequencesuchthat

�
N1
�
[i ]
�

[ {µÄ � N1
�
s
�
. Recallfrom

abovethatthereexistsa {µ�^ T � suchthat
�
N1
�
s
�
[ {µ�¦Ä � N1

�
s } Á P0 À [ p| A Ti B Å | A ToBo ]

�
andthat

�
Nx

0
�
[i ]
�
[ Þ{µÄ � Nx

0
�
s } Á

P0 À [ p| A Ti B Å | A To Bo ]
�
. It follows from thefactthat Nx

0 is anobjectlife cycleandRequirementv
�

(Termination
option) of Definition 6.2 that thereexists a { 0  � T0 4`5 x 8 � � suchthat

�
Nx

0

�
s } Á P0 À [ p| A Ti B Å | A To Bo ]

�
[ { 0 Ä�

Nx
0

�
[o]
�
. It is possibleto transform { 0 into a firing sequence �{ 0  � T0 4 T

� � suchthat
�
N1
�
s } Á P0 À

[ p| A Ti B Å | A To Bo ]
�

[ �{ 0Ä � N1
�
[o]
�
. This transformationis definedas follows. Let { 1  � T ¨ 5 y8 � � be a firing

sequencesuchthat
�
N
�
[ pi ]

�
[ { 1 Ä � N � [ po]

�
. It follows from the fact that

�
N
�
[ pi ]

�
is live andbounded,

Lemma7.7,andLemma7.11thatsucha firing sequenceexists. Let �{ 0 bethefiring sequenceobtainedby
replacingevery occurrenceof x by thesequence{ 1. Clearly, this firing sequencesatisfiesthe requirement
that

�
N1
�
s } Á P0 À [ p| A Ti B Å | A To Bo ]

�
[ �{ 0 Ä � N1

�
[o]
�
. Thus,

�
N1
�
[i ]
�

[ {µ{ � �{ 0 Ä � N1
�
[o]
�
, whichcompletestheproof

that
�
N1
�
[i ]
�

satisfiesRequirementv
�

(Terminationoption)of Definition6.2.
It remainsto prove Requirementvi

�
of Definition 6.2sayingthat

�
N1
�
[i ]
�

containsno deadtransitions.
Theproof is very similar to – but simplerthan– thecorrespondingpartof theproof of Theorem7.13. The
only differencesarethat Nx

0 playstherole of N0 andthat thetransformationof firing sequencesis theone
introducedin thepreviouspartof thecurrentproof. a

o

omat

rcmd

i

omat

rcmd

i

N2

pmat x

N0

po

pi

pmaty

pi

po cerr

repp

cerr

repp

po

pi

N
o

Figure7.18:A transformationbasedon inheritancerulePT.

Example 7.19.ConsiderExample6.15. Theprotocol-inheritance relationshipsbetweenlife cyclesN1 and
N0 andbetweenN2 andN0 canbeprovenby meansof inheritancerulePT. In bothcases,methodreppacts
astheguard.Figure7.18illustratesthe transformationfrom N0 to N2 in detail. It is not difficult to verify
thatN0 extendedwith thefreshtransitionx is anobjectlife cycle. Furthermore,

�
N
�
[ pi ]

�
is clearlyliveand

bounded.Thus,accordingto Theorem7.17,theunionof N0 andN minusthedashedtransitionandarcs,
whichequalsN2, is asubclassof N0.
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7.5 Inheritance rule PJ3

The last inheritancerule of this sectioncorrespondsto theadditionof parallelbehavior to a life cycle. To
formulatethis rule, the following auxiliary definition is needed.A placeof a marked P/T net is saidto be
redundantor implicit if andonly if it doesnot dependon thenumberof tokensin theplacewhetherany of
its outputtransitionsis enabledby somereachablemarking.

Definition 7.20. (Implicit place) Let
�
N
�
s
�

with N D �
P
�
T
�
F
�´Âp�

be a marked, M-labeledP/T net. A
placep  P is calledimplicit in

�
N
�
s
�

if andonly if, for all reachablemarkingss�  [N
�
sÄ andtransitions

t  op, s�QÊ it
¨ 5 p8 � s�QÊ it .

Implicit placesand their propertieshave beenstudiedin [18, 24]. In the context of this paper, only the
following propertyof implicit placesis important. Implicit placesdifferentfrom theoutputplacemaybe
removedfrom anobjectlife cycle yielding a P/T netwhich is branchingbisimilar to theoriginal life cycle.
It is evenpossibleto prove a strongerresult,namelythat theresultingP/T net is againanobjectlife cycle.
However, sincethisstrongerresultis notneeded,only thefirst mentionedresultis proven.

Lemma 7.21.Let N D �
P
�
T
�
F
�´ÂV�

beanobjectlife cycle containinga placep  P
¨ 5 o8 that is implicit in�

N
�
[i ]
�
. If N0 is thesubnetof N generatedby thesetof nodesP

¨ 5 p8)4 T , asdefinedin Definition 5.27,
then

�
N
�
[i ]
� T b

�
N0
�
[i ]
�
.

Proof. Let H betherelation 5 �7� N � u�-�	� N0
� � �7� } u  [N

�
[i ] Ä $ �  [N0

�
[i ] Ä $ u } Á � P ¨ 5 p8 � D � 8 . It is not

difficult to verify that,sincep is implicit in
�
N
�
[i ]
�
, p nD i . As a result,

�
N
�
[i ]
� H � N0

�
[i ]
�
. It remainsto

beshown that H is abranchingbisimulation.Assumethatu  [N
�
[i ] Ä and �  [N0

�
[i ] Ä aremarkingssuch

that
�
N
�
u
� H � N0

� � � .
i
�

Assumethatt  T is suchthat
�
N
�
u
�
[t Ä and

�
N
�
u
�

[
Â��

t
� Ä � N � u� � with u�«D u

�
iN t À oN t . It follows

immediatelyfrom thefact thatu } Á � P ¨ 5 p8 � D � , thedefinitionof N0, andDefinition 5.7(Firing rule)
that

�
N0
� � � [

Â��
t
� Ä � N0

�
u� } Á � P ¨ 5 p8 �7� . Hence,it easilyfollows thatRequirementi

�
of Definition 2.8

(Branchingbisimilarity) is satisfied.

ii
�

Assumethatt  T is suchthat
�
N0
� � � [t Ä and

�
N0
� � � [ Â�� t � Ä � N0

� � � � with � � D � � iN0 t À oN0t . It follows
from thefactsthatu } Á � P ¨ 5 p8 � D � andthat p is implicit in

�
N
�
[i ]
�
, Definition 7.20(Implicit place),

thedefinitionof N0, andDefinition5.7(Firing rule) that
�
N
�
u
�
[
Â��

t
� Ä � N � � � À �v� u � iN t À oN t

� } Á>5 p8 �7� .
Thus,it is notdifficult to verify thatalsoRequirementii

�
of Definition2.8 is satisfied.

iii
�

First, assumethat

��

N
�
u
�
. It follows from Definition 6.1 (Semanticsof M-labeledP/T nets)that

u D [o]. Sinceu } Á � P ¨ 5 p8 � D � andp nD o, also � D [o]. Thus,

��

N0
� � � , which,by Definition2.7(< ),

impliesthat < � N0
� � � . Second,assumethat


��
N0
� � � . It follows that � D [o]. Sinceu } Á � P ¨ 5 p8 � D �

and p nD o, u D [o] À � u } Á-5 p8 � . SinceN is an object life cycle, it follows from Requirementiv
�

(Propertermination)of Definition 6.2 (Objectlife cycle) andthefact thatu  [N
�
[i ] Ä thatu D [o].

As a result, < � N � u� , which impliesthatalsoRequirementiii
�

of Definition2.8 is satisfied. a
Lemma7.21doesnot carryover to arbitraryP/T nets,asthereaderfamiliar with the literatureon implicit
placesmight expect. The reasonis the specificsemanticsfor P/T netsdefinedin Definition 6.1. The
terminationpredicatein thissemanticssaysthataP/Tnetterminatesif andonly if it reachesamarkingwith
asingletokenin outputplaceo. To illustratetheproblem,consideraP/Tnetwhich reachesamarkingwith
asingletokenin o plussomeadditionaltokensin animplicit place.Clearly, accordingto thesemantics,this
nethasnot terminatedsuccessfully. However, theP/Tnetthatresultsfrom removing theimplicit placedoes
terminatein thecorrespondingmarking,whichmeansthatthetwo netscannotbebranchingbisimilar.

Themain resultof this subsectionis the fourth inheritancerule. It is inspiredby andcarriesthesame
nameasthealgebraicaxiomof inheritancePJ3, givenin Property4.27. Inheritancerule PJ3 is formalized
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in Theorem7.23given below. It shows underwhat restrictionsit is allowed to extendanobjectlife cycle
with a parallel branchof behavior. The result of rule PJ3 is a subclassof the original life cycle under
projectioninheritance.It is illustratedin Figure7.22. As before,N0 is theoriginal life cycle. Again, the
modificationof N0 is basedon a free-choiceP/T net N containinga placep suchthat

�
N
�
[ p]
�

is live and
bounded.The two netstructuresN0 andN sharetwo transitionsti andto. In N, placep is theonly input
placeof ti andtheonly outputplaceof to. Furthermore,p hasno otherinput or outputtransitions.Thenet
structureN1 resultingfrom inheritancerule PJ3 is definedastheunionof N0 and N after the removal of
placep. Theseassumptionsmeanthattransitionsti andto functionastheinput andoutputtransitionof the
extra parallelbranchmodeledby N. Thebasicideais that theP/T net

�
N1
�
[i ]
�

satisfiesthepropertythat
every firing of transitionti is eventuallyfollowedby a firing of transitionto. Therequirementthat

�
N
�
[ p]
�

is free-choice,live,andboundedguaranteesthateachtimetransitionti firestheresultingtokensin placesof
N canbemovedto theinput placesof transitionto in N by only firing transitionsof N otherthanti andto.
In addition,to guaranteethat

�
N1
�
[i ]
�

satisfiesthedesiredproperty, also
�
N0
�
[i ]
�

mustbesuchthatevery
firing of ti is followed by exactly onefiring of to. To achieve this goal, assumethat N0 is extendedwith
a placeq with ti asits only input transitionand to asits only outputtransition. Requiringthat placeq is
implicit in this extensionguaranteesthat a firing of transitionto is alwaysprecededby a firing of ti . It is
notdifficult to seethatthenumberof tokensin q correspondsto thenumberof firingsof transitionti which
have not yetbeenfollowedby afiring of to. To guaranteethat

�
N0
�
[i ]
�

cannotterminatewithoutfiring to as
many timesasti , theextensionof N0 with placeq mustbesuchthat it cannotput a token in placeo while
leaving tokensin q. Clearly, this is achievedwhentheextensionof N0 with q yieldsanotherlife cycle. The
combinationof therequirementson N0 andN impliesthat N1 is anobjectlife cycle satisfyingtheproperty
thatevery firing of ti is eventuallyfollowed by a firing of to. Theattentive readermight noticetheduality
betweeninheritancerulesPT of theprevioussubsectionandPJ3.

Thegeneralityof inheritancerule PJ3 is similar to thegeneralityof theotherinheritancerulesof this
section.However, therequirementsof PJ3 cannotbeverifiedwith thesameefficiency astherequirements
of theotherrules. The two requirementsconcerningtheextensionof N0 with placeq are,in theory, hard
to verify. However, therequirementthatq is implicit in theextensionof N0 canbeslightly strengthenedby
requiringthatq is structurally implicit [18, 24]. This hardlycompromisesthegeneralityof therule from a
practicalpointof view andit is possibleto verify whetheraplaceis structurallyimplicit in polynomialtime
[24]. Therequirementthat theextensionof N0 with q yieldsanotherlife cycle is theoreticallyalsohardto
verify. However, the input that N0 is a life cycle andthatq is implicit in theextensionmight alleviate this
problem.Theapplicabilityof the rule hasto betestedin practice.It might alsobean interestingquestion
for futureresearchto find theexactcomplexity of thisproblem.

As afinal remark,notethattheproofof Theorem7.23is similarto theproofof Theorem7.13.Therefore,
it is not given in asmuchdetail andwith the sameamountof explanationasthe proof of Theorem7.13.
However, all essentialaspectsof theproof aregivenin detail.

Theorem 7.23.(Projection-inheritance rule PJ3) Let N0 D �
P0
�
T0
�
F0
�´Â

0
�

beanobjectlife cycle in Í .
Let N D �

P
�
T
�
F
�´ÂV�

be a connected, M-labeled,free-choiceP/T net. Assumethat q  U is a fresh
identifiernotappearingin P0 4 T0 4 P 4 T . If N containsaplacep  P andtransitionsti

�
to  T suchthat

i
�

P0
*

P D_� , T0
*

T D_5 ti � to 8 ,
ii
�

iN p Dm5 to 8 , oN p Dm5 ti 8 , iN ti Dm5 p8 , oN to D_5 p8 ,
iii
�#�MÔ

t : t  T
¨
T0 :

Â��
t
� n  l" � N0

�7�
,

iv
�#�

N
�
[ p]
�

is liveandbounded,

v
�

N1 D N0 4 � P ¨ 5 p8 � T � F ¨ 5 � p � ti �-�	� to � p� 8 �´ÂV� is well defined,

vi
�

q is implicit in
�
Nq

0

�
[i ]
�

with Nq
0 D � P0 4�5 q 8 � T0

�
F0 4�5 � ti � q �-�	� q � to � 8 �´Â 0

�
, and

65



p

i

o

N

PJ3
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Figure7.22:A projection-inheritance rule.

vii
�

Nq
0 is anobjectlife cycle,

thenN1 is anobjectlife cycle in Í suchthat N1 � pj N0.

Proof. The proof goesalongthe samelines asthe proof of Theorem7.13. Let I D@" � N1
�
[i ]
�7¨ " � N0

�
. It

mustbeshown that 2 I
�
N1
�
[i ]
�

is branchingbisimilar to
�
N0
�
[i ]
�
. Accordingto Lemma7.21,it sufficesto

show that 2 I
�
N1
�
[i ]
�

is branchingbisimilarto
�
Nq

0

�
[i ]
�
. Let H®D_5 � 2 I

�
N1
�
u
�-�	�

Nq
0

� � �7� } u  [N1
�
[i ] Ä $ �  

[Nq
0

�
[i ] Ä $ u } Á P0 D � } Á P0 $ [ pß A q B ] is ahomemarkingof

�
N
�
u } Á P � 8 . Notethat p nD i , becauseP0

*
P Dm� .

Lemma7.6 yields that 2 I
�
N1
�
[i ]
� H � Nq

0

�
[i ]
�
. To prove that H is a branchingbisimulation,assumethat

u  [N1
�
[i ] Ä and �  [Nq

0
�
[i ] Ä aresuchthat 2 I

�
N1
�
u
� H � Nq

0
� � � . That is, u } Á P0 D � } Á P0 and[ pß A q B ] is a

homemarkingof
�
N
�
u } Á P � .

i
�

Assumethat t  T0 4 T is suchthat 2 I
�
N1
�
u
�
[t Ä and 2 I

�
N1
�
u
�

[ ")Ä)2 I
�
N1
�
u� � with "`D �MÂ

0 4 Âp�-� t �
and u� D u

�
iN1t À oN1t . It must be shown that thereexist � � � � � �  ®s � P0 4�5 q 8 � suchthat a

��
Nq

0
� � � ��� �

Nq
0
� � � � � [

� " � Ä � Nq
0
� � � � , b

� 2 I
�
N1
�
u
� H � Nq

0
� � � � � , andc

� 2 I
�
N1
�
u� � H � Nq

0
� � � � .

First, assumethat t  T
¨
T0. Theargumentin this caseis identicalto theargumentusedin theproof

of theanaloguecaseof Theorem7.13.
Second,assumethatt  T0. Let � � �«D � and � �ªD � � iNq

0
t À oNq

0
t . To proveRequirementa

�
, observe

thatiNq
0
t D iN1t

*
P0 unlesst D to. In thelattercase,iNq

0
t D � iN1t

*
P0
� 4q5 q 8 . Requirementa

�
easily

follows from the assumptionsand the fact that q is implicit in
�
Nq

0
�
[i ]
�
. Requirementb

�
follows

immediatelyfrom theassumptions.Finally, Requirementc
�

is provenasfollows. It follows from the
assumptionsandRequirementa

�
thatu�  [N1

�
[i ] Ä and � �  [Nq

0
�
[i ] Ä . Thefact thatu } Á P0 D � } Á P0

yields thatu�^} Á P0 D � �^} Á P0. It remainsto be shown that [ pß   A q B ] is a homemarkingof
�
N
�
u�Q} Á P � .

Recallthat [ pß A q B ] is a homemarkingof
�
N
�
u } Á P � . Threecasescanbedistinguished.First, assume

that t n  o5 ti � to 8 . It follows easilyfrom theassumptionsthat � � � q � D � � q � andu� } Á P D u } Á P, which
immediatelyprovestherequirement.Second,assumethatt D ti . It follows from therequirementsof
Theorem7.23that � � � q � D � � q � c 1 andu� } Á P D u } Á P À oN t . It canbe shown that [ pß A q B É 1] is a
homemarkingof

�
N
�
u } Á P À [ p]

�
. It follows from theassumptionthat [ pß A q B ] is a homemarkingof�

N
�
u } Á P � andLemma7.6that[ pß A q B ] D 0 if andonly if u } Á P D 0. Hence,if [ pß A q B ] D u } Á P D 0, then

thedesiredresultthat [ pß A q B É 1] is a homemarkingof
�
N
�
u } Á P À [ p]

�
follows from Lemma7.7. If

[ pß A q B ] nD 0 andu } Á P nD 0, it followsfrom thefactthat
�
N
�
[ p]
�

is liveandProperty5.46(Monotonicity
of liveness)that

�
N
�
[ pß A q B ] � is live. Definitions5.21(Liveness)and5.25(Homemarking)yield that�

N
�
u } Á P � is live. The fact that

�
N
�
[ p]
�

is boundedandProperty5.51yield that
�
N
�
u } Á P � is also

bounded.Hence,in this case,thedesiredresultthat [ pß A q B É 1] is a homemarkingof
�
N
�
u } Á P À [ p]

�
follows from Property5.54(Monotonicityof homemarkings).SinceiN ti D�5 p8 , it follows from the
assumptionthat t D ti andDefinitions5.7 (Firing rule) and5.25 (Homemarking) that [ pß A q B É 1] is
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a homemarkingof
�
N
�
u } Á P À oN t

�
, which provesRequirementc

�
in this case.Third, assumethat

t D to. It follows that � � � q � D � � q �Ó� 1 andu� } Á P D u } Á P � iN t . Definition 5.7 (Firing rule) yields
that

�
N
�
u } Á P � [

Â��
t
� Ä � N � u } Á P �

iN t À [ p]
�
. The fact that [ pß A q B ] is a homemarkingof

�
N
�
u } Á P �

andDefinition 5.25(Homemarking)imply that[ pß A q B ] is a homemarkingof
�
N
�
u } Á P � iN t À [ p]

�
.

It follows from Lemma7.10that [ pß A q B Å 1] is a homemarkingof
�
N
�
u } Á P � iN t

�
, which provesthe

requirementalsoin thiscase.

ii
�

Assumethat t  T0 is suchthat
�
Nq

0
� � � [t Ä and

�
Nq

0
� � � [ "�Ä � Nq

0
� � � � with "�D Â

0
�
t
�

and � � D � �
iNq

0
t À oNq

0
t . It mustbe shown that thereexist u� � u� �Ï »s � P0 4 P

¨ 5 p8 � suchthat a
� 2 I

�
N1
�
u
� ���

2 I
�
N1
�
u� � � [

� " � ÄF2 I
�
N1
�
u� � , b

� 2 I
�
N1
�
u� � � H � Nq

0

� � � , andc
� 2 I

�
N1
�
u� � H � Nq

0

� � � � . Two casesneedto
bedistinguished.
First,assumet nD to. Let u� � D u andu� D u

�
iN1 t À oN1t . It follows from theassumptionsthatiN1t D

iNq
0
t , which provesRequirementa

�
. Requirementb

�
follows immediatelyfrom theassumptions.To

prove Requirementc
�
, observe that � �  [Nq

0
�
[i ] Ä andu�  [N1

�
[i ] Ä . Two casesaredistinguished.If

t nD ti , thenoN1t D oNq
0
t . Thus,u� } Á P0 D � � } Á P0, � � � q � D � � q � , andu� } Á P D u } Á P. Requirementc

�
follows immediately. If t D ti , thenoN1t D oNq

0
t
¨ 5 q 8N4 oN t . It follows thatu� } Á P0 D � � } Á P0, � � � q � D

� � q � c 1, u�Ö} Á P D u } Á P À oN t . It remainsto beshown that[ pß   A q B ] is ahomemarkingof
�
N
�
u��} Á P � .

Using the sameargumentas in the previous part of the proof, it follows from the assumptionthat
[ pß A q B ] is a homemarkingof

�
N
�
u } Á P � that [ pß A q B É 1] is a homemarkingof

�
N
�
u } Á P À [ p]

�
. Since�

N
�
u } Á P À [ p]

�
[ti Ä � N � u } Á P À oN t

�
, Definition5.25(Homemarking)yieldsthat[ pß A q B É 1] is ahome

markingof
�
N
�
u } Á P À oN t

�
, whichprovestherequirement.

Second,assumet D to. Let u� � D � } Á P0 À � À r : r  iN t : [r ß A q B ] � andu� D � � } Á P0 À � À r : r  
iN t : [r ß   A q B ] � . Sincet D to, it follows that iN1t D iNq

0
t
¨ 5 q 8u4 iN t andoN1 t D oNq

0
t . The proof of

Requirementa
�

is asfollows. Thefactthat[ pß A q B ] is a homemarkingof
�
N
�
u } Á P � andLemma7.11

imply that thereexists a firing sequence{� � T ¨ 5 ti 8 � � suchthat
�
N
�
u } Á P

�
[ {µÄ � N � [ pß A q B ] � . Note

that it follows from the definition of N1 that u
�
p
� D 0. Consequently, { canbe chosensuchthat{�D�{ 0 { 1 whereto n  �{ 0 andwhere{ 1 is of length � � q � with, for all i , 0 � i È � � q � , { 1

�
i
� D to. As a

result,
�
N
�
u } Á P � [ { 0 Ä � N �	� À r : r  iN t : [r ß A q B ] �v� . It follows from thefact thatu } Á P0 D � } Á P0 that2 I

�
N1
�
u
�

[ { 0 Ä·2 I
�
N1
�
u� � � . Requirementiii

�
of Theorem7.23yields that 2 I

�
N1
�
u
� ��� 2 I

�
N1
�
u� � � .

It follows from theobservation that iN1t D iNq
0
t
¨ 5 q 8F4 iN t , oN1t D oNq

0
t , and � � � q � D � � q �Ï� 1 that2 I

�
N1
�
u� � � [

Â
0
�
t
� ÄF2 I

�
N1
�
u� � , which provesRequirementa

�
. To prove Requirementb

�
, observe that

u� ��} Á P0 D � } Á P0. It remainsto beshown that [ pß A q B ] is a homemarkingof
�
N
�
u� �^} Á P � . In theproof

of Requirementa
�
, it hasbeenshown thatu� � } Á P  [N

�
u } Á P Ä . Thus,the fact that [ pß A q B ] is a home

markingof
�
N
�
u } Á P � impliesthat[ pß A q B ] is alsoahomemarkingof

�
N
�
u� �¾} Á P � . To proveRequirement

c
�
, notethatu� } Á P0 D � � } Á P0. Therefore,it sufficesto show that[ pß   A q B ] is ahomemarkingof

�
N
�
u� } Á P � .

Observe that � � � q � D � � q �Ó� 1 andu��} Á P D u� � � iN t . Since
�
N
�
u� ��} Á P � [t Ä � N � u� �¼} Á P � iN t À [ p]

�
,

it follows from the fact that [ pß A q B ] is a homemarking of
�
N
�
u� � } Á P

�
that also [ pß A q B ] is a home

markingof
�
N
�
u� � } Á P � iN t À [ p]

�
. Thus,Lemma7.10impliesthat [ pß A q B Å 1] is a homemarkingof�

N
�
u� ��} Á P � iN t

�
, whichprovesRequirementc

�
.

iii
�

Theargumentto prove Requirementiii
�

of Definition 2.8 (Branchingbisimilarity) is identicalto the
argumentusedin thecorrespondingcaseof theproofof Theorem7.13undertheassumptionthat p nD
o. Notethatthisassumptionis valid becauseRequirementi

�
of Theorem7.23statesthat P0

*
P Dm� .

It remainsto beshown that N1 is anobjectlife cycle. It is clearthat N1 satisfiesRequirementsi
�

through
iii
�

of Definition6.2(Objectlife cycle). Theproof that N1 satisfiesRequirementiv
�

(Propertermination)of
Definition 6.2 is almostidenticalto thecorrespondingpartof theproof of Theorem7.13,again,underthe
assumptionthat p nD o.
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To prove that N1 satisfiesRequirementv
�

(Terminationoption) of Definition 6.2, assumethat u  
[N1

�
[i ] Ä . Since H is a branchingbisimulation,Lemma6.17yields that thereexists a �  [Nq

0

�
[i ] Ä such

that u } Á P0 D � } Á P0 and[ pß A q B ] is a homemarkingof
�
N
�
u } Á P � . As shown in part ii

�
of the proof thatH is a branchingbisimulation, it is possibleto constructa firing sequence{¹ �

T
¨ 5 ti � to 8 � � suchthat�

N1
�
u
�

[ {¶Ä � N1
� � } Á P0 À � À r : r  iN to : [r ß A q B ] �7� . It follows from thefactthat Nq

0 is a life cycle thatthere
is a firing sequence{ 0  T0 � suchthat

�
Nq

0
� � � [ { 0 Ä � Nq

0
�
[o]
�
. It is possibleto transform{ 0 into a sequence

�{ 0  � T0 4 T
� � suchthat

�
N1
� � } Á P0 À � À r : r  iN to : [r ß A q B ] �7� [ �{ 0 Ä � N1

�
[o]
�
, proving that N1 satisfies

Requirementv
�

of Definition6.2.Thetransformationis inductively definedasfollows. If ti n  l{ 0, then �{ 0 D{ 0. It is straightforwardto seethatthisfiring sequencesatisfiestherequirement.If ti  �{ 0, thenassumethat{ 0 Dm{ 1ti { 2 with ti n  �{ 1. Let � � � � � �Q �s � P0 4Ó5 q 8 � besuchthat
�
Nq

0

� � � [ { 1Ä � Nq
0

� � � � [ti Ä � Nq
0

� � � � � [ { 2Ä � Nq
0

�
[o]
�
.

It follows that
�
N1
� � } Á P0 À � À r : r  iN to : [r ß A q B ] �7� [ { 1 Ä � N1

� � � } Á P0 À � À r : r  iN to : [r ß   A q B ] �7� [ti Ä � N1
� � � � } Á

P0 À � À r : r  iN to : [r ß   A q B ] � À oN ti
�
. Lemma7.7 statesthat [ p] is a homemarkingof

�
N
�
[ p]
�
. Since�

N
�
[ p]
�
[ti Ä � N � oN ti

�
, it follows that[ p] is alsoahomemarkingof

�
N
�
oN ti

�
. Lemma7.11andthefactthat

iN p D�5 to 8 imply that thereexistsa firing sequence{ 3  � T ¨ 5 ti � to 8 � � suchthat
�
N
�
oN ti

�
[ { 3 Ä � N � iN to

�
. It

follows that
�
N1
� � � ��} Á P0 À � À r : r  iN to : [r ß   A q B ] � À oN ti

�
[ { 3 Ä � N1

� � � ��} Á P0 À � À r : r  iN to : [r ß   A q B É 1]
�v�

.
Observe that � � � � q � D � � � q � c 1. Hence,

�
N1
� � } Á P0 À � À r : r  iN to : [r ß A q B ] �7� [ { 1ti { 3Ä � N1

� � � � } Á P0 À � À r :
r  iN to : [r ß     A q B ] �7� . Choosing �{ 0 Dm{ 1ti { 3 �{ 2 yieldsthat

�
N1
� � } Á P0 À � À r : r  iN to : [r ß A q B ] �7� [ �{ 0 Ä � N1

�
[o]
�
,

completingtheproof.
TheproofthatN1 alsosatisfiesRequirementvi

�
of Definition6.2isverysimilarto thecorrespondingpart

of theproofof Theorem7.13.Theonly differencesarethatti playstheroleof tp andthatthetransformation
of firing sequencesis theoneintroducedin thepreviouspartof theproof. a
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Figure7.24:A transformationbasedon inheritancerulePJ3.

Example 7.25.Let us returnonemoretime to Example6.15. The subclassrelationshipbetweenN3 and
N2 canbe proven by meansof inheritancerule PJ3 of Theorem7.23. The transformationis depictedin
Figure7.24.Let Nq

2 denotetheP/T net N2 extendedwith placeq. Accordingto Definition 7.20,placeq is
implicit in

�
Nq

2
�
[i ]
�
. In addition,Nq

2 is anobjectlife cycle. This meansthattheextensionof N2 with place
q satisfiestherequirementsof Theorem7.23.As explained,theserequirementsguaranteethat,in

�
N2
�
[i ]
�
,

eachfiring of transitionti is ultimatelyfollowedby exactlyonefiring of transitionto. Thetransformationof
N2 is basedon theconnected,free-choiceP/Tnet N. Since

�
N
�
[ p]
�

is liveandboundedandsincesspsis a
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methodidentifiernot occurringin N2, alsoN satisfiestherequirementsof Theorem7.23. Theunionof N2

andN minusplacep andits incomingandoutgoingarcsyieldsP/TnetN3. Thus,it maybeconcludedfrom
Theorem7.23thatobjectlife cycle N3 is asubclassunderprojectioninheritanceof life cycle N2.

7.6 Concluding remarks

So far in this section,four inheritanceruleshave beenpresentedto constructsubclassesof object life cy-
clesunderdifferentforms of inheritance.The rulescorrespondto designconstructsthatareoftenusedin
practice,namelyiteration,sequentialcomposition,choice,andparallelcomposition.As explainedin the
introductionto this section,therulesarecompromisesbetweengeneralityandefficiency. Inheritancerules
PP andPJ, correspondingto iterationandsequentialcompositionrespectively, arereasonablygeneraland
very efficient. RulesPT andPJ3, correspondingto thechoiceconstructandparallelcomposition,arealso
reasonablygeneral,but, at leastin theory, they arenot very efficient. However, it is our belief that,in prac-
tice, thetheoreticalcomplexity doesnot causeproblems;of course,this claimhasto betestedin non-trivial
applications.Nevertheless,it is interestingto briefly considergeneralizationsandrestrictionsof therules.

In eachof the four inheritancerules, the transformationof the original life cycle is basedon a live
andboundedfree-choiceP/T net. An interestingquestionis whetherit is possibleto drop the free-choice
requirement.Thefree-choicerequirementitself is notessential.It is importantthattheclassof netsonwhich
theextensionin the inheritancerulesis basedsatisfiesthevariousresultsabouthomemarkingsderived in
Sections5.4and7.2 for live andboundedfree-choicenets.Thegeneralclassof live andboundedP/T nets
is not suitablefor thispurpose,ascanbeshown by meansof theP/Tnetin Figure7.26.

t0 t1

t2 t3

t4

q1 q4

p

q0

t5

q3q2

Figure7.26:Non-monotonicityof homemarkingsfor liveandboundedP/Tnets.

Thefigureshows a P/T net N, which is not free-choice,with a placep containinga singletoken. It is
notdifficult to verify that

�
N
�
[ p]
�

is liveandboundedandthat[ p] is ahomemarkingof
�
N
�
[ p]
�
. However,

considerthemarkedP/Tnet
�
N
�
[ p2]

�
. Firing sequencet0t0t2t3 leadsto marking[q1

2 � q2
2]. In thismarking,

no transitionsareenabled.Clearly, this implies that [ p2] is not a homemarkingof
�
N
�
[ p2]

�
. Thus, the

classof live andboundedP/T netsdoesnot satisfythe propertythat homemarkingsaremonotone.Note
that

�
N
�
[ p2]

�
is alsono longer live andbounded.Sincethe reachablemarking [q1

2 � q2
2] is a deadlock,�

N
�
[ p2]

�
is obviously not live. Furthermore,firing the sequenceof transitionst0t1t4t5, startingfrom the

initial marking,yieldsmarking[ p2 � q0
2], which meansthat thenumberof tokensin placeq0 canincrease

indefinitely. Thus,
�
N
�
[ p2]

�
is alsonotbounded.
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A consequenceof the observation that thegeneralclassof live andboundedP/T netsdoesnot satisfy
monotonicityof homemarkingsis thatit is notpossibleto omit thefree-choicerequirementin rulesPP, PJ,
PT, andPJ3. It remainsaninterestingquestionto find classesof P/Tnetsthatcouldreplacetheclassof live
andboundedfree-choiceP/T netsin theinheritancerules.Theclassof live andboundedwell-handledP/T
netsmight beacandidate.Well-handledP/Tnetsandsomeof theirpropertiesarestudiedin [1, 3].

An optionto generalizethefour inheritancerulesof this sectionis to basetheextensionin theruleson
theclassof liveandboundedP/Tnets,droppingthefree-choicerequirement,while at thesametimeadding
otherrestrictionsto therulesto guaranteetheircorrectness.Notethatany suchrestrictionsmustexcludethe
P/T netof Figure7.26asanallowedextension.Requiringthattheresultof thetransformationyieldsagain
a life cyclemightbesufficient. However, proving suchageneralizationrequiresa lot of work. It is notclear
whetherit is worth theeffort. Theverificationwhetheraparticulartransformationsatisfiestherequirements
of sucha generalizedrule is very inefficient. As a result, it might be very hard to apply sucha rule in
practice.A secondreasonfor notputtingtoomucheffort in generalizingthecurrentsetof inheritancerules
is thattheseruleshave not yetbeenthoroughlytestedin practice.

It maybeclearfrom theabove discussionthat,in our opinion,thefree-choicerequirementin theinher-
itancerulesof this sectionis agoodcompromisebetweengeneralityandefficiency. However, thereappears
to be anotherreasonablecompromise,basedon thenotionof so-calledsafeP/T nets. A marked (labeled)
P/T net is saidto besafeif andonly if all placesof theP/T netcontainat mostonetoken in any marking
reachablefrom theinitial marking.Notethatsafenessis arequirementthatimpliesboundedness.In asetting
whereobjectlife cyclesarerequiredto besafe,thefree-choicerequirementin thefour inheritancerulesof
this sectioncanbereplacedby therequirementthattheP/Tnetuponwhich themodificationof theoriginal
life cycle is basedis safe,giventhespecificinitial markingidentifiedin eachof therules.

As an example,let us considerinheritancerule PP of Theorem7.3 and illustratedin Figure 7.2. It
hasbeenexplainedin Section7.2 that thekey to thecorrectnessof this inheritancerule is thatany tokens
consumedfrom thespecialplacep by a transitionof N can,underall circumstances,bereturnedto place
p. In particular, the lemmasin that sectionshow that addingtokensto or removing tokensfrom place p
doesnot disturbthis process.Thesafenessrequirementconcerningobjectlife cyclesimplies thatplacep
canalwayscontainat mostonetoken. If this token is consumedfrom p by a transitionof N, the liveness
requirementregarding N is sufficient to guaranteethat this token canbe returned,whereasthe safeness
requirementof boththeoriginal life cycleandtheextensionN guaranteesthat,in theprocess,no tokenscan
beaddedto placep. Thus,if objectlife cyclesarerequiredto besafe,the restrictionthat

�
N
�
[ p]
�

is live
andsafeis sufficient to guaranteethata tokenconsumedby N from p canalwaysbereturned.For theother
inheritancerulesof this section,similarargumentshold.

In safeP/Tnets,placesmodelconditions, whichcanbeeithertrueor false.In practice,safenessappears
to bea reasonableassumptionfor objectlife cycles. All theexamplesusedsofar, aswell asall theobject
life cyclesoccurringin thecasestudyof thenext sectionaresafe.Thecomplexity of decidingbothsafeness
of generalP/T netsandlivenessof safeP/T netsis PSPACE-complete[32]. As a result, the complexity
of verifying the requirementsof any of the four inheritancerulesadaptedto safeP/T netsis (worst-case)
PSPACE-complete.This meansthat,theoretically, therequirementsof rulesPP andPJ areeasierto verify
thantherequirementsof their safevariants,whereastherequirementsof PT andPJ3 aremorecomplex to
verify thantherequirementsof their safecounterparts.

As alreadymentionedin Section6.1,theclassof so-calledsoundworkflow netsof [1, 2] is very similar
to the classof object life cycles introducedin Definition 6.2. Workflow netsareusedto modelbusiness
processes.Businessprocessestendto changequite often, which causesmany problemsfor maintaining
theseprocesses.In [4], theinheritanceframework developedin this sectionadaptedto a settingof safeP/T
netsasdiscussedabove is appliedto tackleseveralof theproblemsrelatedto thefrequentchangesoccurring
in businessprocesses.Theresultsof [4] supportourbelief thatsafeobjectlife cyclesandthecorresponding

70



variantsof theinheritancerulesyield aninterestingalternative to theframework developedin thissection.
Comparingtheinheritancerulesin thissectionto theaxiomsof inheritancein Section4.2,it is notewor-

thy thatno inheritanceruleshave beengivencorrespondingto theaxiomsof life-cycle inheritancedefined
in Property4.30.Thereasonis thatsuchinheritancerulesaresimply combinationsof thefour rulesof this
section.All kindsof combinationsof inheritancerulesareallowed,aslong astheoriginal life cycleandits
extensionssatisfycertainrestrictionswith respectto their transitionlabels.Basically, it mustbeguaranteed
thatmethodswhich functionasguardsin anextensionbasedon inheritancerulePT donotappearin exten-
sionsbasedon any of theotherinheritancerules.This restrictionfollows from theoriginal definitionof the
four inheritancerelations.Theguardsin inheritancerule PT areencapsulated,whereasthenew methodsin
any of theextensionsin theotherrulesarehidden.As explained,in thedefinitionof life-cycle inheritance,
it is not allowed to treatdifferentcallsof thesamemethodsin a differentway. Examplesof combinations
of inheritancerulesarethefollowing. Clearly, basedon inheritancerulePJ, it is allowedto replacetwo arcs
in a P/T net simultaneouslyaslong asin bothcasesthe requirementsof rule PJ aremet. In this case,the
abovementionedrestrictionis trivially satisfied.It is alsoallowed to replaceanarcwhile at thesametime
addinganiteration.Anotherexampleis thesimultaneousextensionof a life cycle with analternative anda
parallelbranchof behavior, which is allowedwhentheguardsof thealternative do not appearin theextra
parallelbranch.

Finally, asalreadymentionedin Section6.1,someof therulesdevelopedin thissectioncanalsobeused
to constructobjectlife cyclesin general,without theaim to constructsubclassesof existing life cycles. In
particular, rulesPP andPJ aresuitedfor this purpose.The requirementsof theserulescanbe efficiently
verifiedandtheresultis againa life cycle. However, alsorulesPT andPJ3 might beusefulin somecases.
Sincetransitionlabelingdoesnot play a role in the definition of object life cycles, the rulescaneven be
generalizedwhen the aim is solely to constructobject life cycles. The requirementsconcerningthe la-
belsof transitionsaddedto theoriginalobjectlife cyclemaybedropped.An interestingconsequenceof the
observationthatthefour inheritancerulespreserve life-cyclepropertiesis that,basedonTheorem6.7(Char-
acterizationof objectlife cycles),they canbeeasilytransformedinto liveness-and-boundedness-preserving
transformationruleson P/T nets.Recallthatalso[2] and[72] describea setof liveness-and-boundedness-
preservingtransformationrulesthat,similar to therulesof this subsection,correspondto designconstructs
suchassequentialcomposition,parallelcomposition,choice,anditeration.However, therulespresentedin
this sectionarefar moregeneralthanthe rulesof [2] and[72]. The fact that the inheritancerulesof this
sectioncanbetransformedinto liveness-and-boundedness-preserving transformationrulesimpliesthatthey
might have many moreapplicationsthanonly theonethatis presentedin thispaper.

8 CaseStudy

To validatethe theorydevelopedso far, the framework of the previous two sectionsis appliedto a small
casestudy, namelythe developmentof a groupwareeditor. The Petri-net-framework is choseninsteadof
the process-algebraic-framework of Section4, becausethe former is closerto practicalapplicability than
the latter. The aim of this casestudyis not to give full specificationsof all the classesin the designof a
groupwareeditor, but to focuson the object life cycles. This meansthat datatypes,classattributes,and
methodimplementationsareomitted.If necessary, aninformalexplanationis given.

Inf ormal systemrequirements Theinformal requirementsfor thegroupwareeditorareasfollows. The
editor is meantto edit somekind of diagrams.Multiple users,possiblysituatedat differentworkstations,
may be editing a single diagramin a joint editing session. Usersmay chooseto either view or edit a
diagram. They may join or leave a sessionat will. It mustbe clear to all userswho is currentlyediting
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somegiven diagram.The diagramsunderconsiderationmay be complex, possiblyconsistingof multiple
components.Componentsmayintroducehierarchyin adiagram.It is possibleto openor closeacomponent
revealing or hiding its details. Not just any usermay view or edit any componentin a diagram. Users
must have permissionto do so. Permissionsare not fixed; to get permission,a usercan simply select
a componentand then try the desiredcommand. If thereare no conflicting permissions,the command
succeeds;otherwise,it fails and the useris notified. Usersmay explicitly surrenderpermissions.Most
permissionsareautomaticallyresetif the userleaves the editing session;a few permissionsmay persist
betweensessions.

In thenext subsections,theconceptof life-cycle inheritanceis usedto designagroupwareeditorsatisfying
the abovementionedinformal requirements.The developmentis split into threesteps.First, a groupware
viewer is designed. The designis fairly simple and the resultingsystemallows multiple usersto view
existing diagrams.Second,theviewer is transformedinto a multi-usereditorby addingediting functions
to the life cyclesof classesin theviewer design.Third, themulti-usereditor is specializedto a groupware
editorby addingpermissions.Thecasestudyshows how life-cycle inheritancecanbeusedto structurean
object-orienteddesignprocess.It alsoshows how objectlife cyclescanbereusedin adesign.

8.1 Multi-user viewer

Four classescanbe distinguishedin the designof the viewer: user, diagram, user session, and
edit session. Thefirst two classeshave straightforward interpretations.Thethird andfourth classare
intendedto structureviewing sessions.During sucha session,anedit session objectkeepstrack of
all usersviewing a particulardiagram.An objectof classuser session maintainsall datainvolved in
a particularsessionof a particularuser. Figure8.1 shows the life cyclesfor theobjectsof theabove four
classes.Someof the placesin life cyclesuser anduser session aremarked with identifiersfor the
purposeof futurereference.

Userscanbecreated(cru) or deleted(delu). Thismeansthatthey areaddedto or removedfrom thelist
of usersof theviewer. Onceauserexists,heor shemayjoin andleaveeditsessions.A userthatparticipates
in at leastoneedit sessionmayissueview commandsin orderto view diagrams.At this point, theuserhas
no othercommandsavailable.

Classdiagram hasa very straightforward life cycle. Diagramscanbe created(crd), viewed (view),
anddeleted(deld).

A userinteractswith a diagramthrougha user session object. Eachtime the userjoins an edit
session,anew objectof classuser session is created.As before,theview commandis theonly possible
commandausercanexecute.If theuserleavestheedit session,theuser session is terminated.

Objectsof classedit session keeptrackof all usersinvolvedin asingleedit session.Thefirst user
that“joins” anedit sessionfor somediagram,actuallycreatesa new edit session object. If usersjoin
analreadyexistingsession,nonew objectis created;theinformationis simplystoredin theexistingobject.
To fulfill the requirementthat all usersmustknow who is participatingin the session,it is assumedthat
the implementationof join is suchthat thenew usergetsa list of usersalreadypresent.Furthermore,the
informationabouta new useris broadcast(brdcst) to all otherusersparticipatingin thesession.Whenthe
userleaves,this informationis broadcastto all remainingusers.Thelastuserleaving thesessionterminates
theedit session object.

In a completeobject-orientedspecification,it mustbeclearwhich methodsinteractwith eachother. In
thiscasestudy, theinteractionbetweenmethodsisnotformallyspecified.Instead,thefollowing assumptions
aremade.First, user methodsinvoke methodswith thesamenamein user session, which, in turn,
invoke methodsof thesamenamein edit session anddiagram. Second,methodswhichdo nothave
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Figure8.1: A multi-userviewer.

counterpartsin one of the other classesare assumedto interactwith (objectsin) the environment. The
examplesof thesemethodsin Figure8.1arecru, delu, crd, deld, andbrdcst.

8.2 Multi-user editor

In thesecondstepof thedesignprocess,themulti-userviewerof theprevioussubsectionis transformedinto
a multi-usereditor. Permissionsarenot yet incorporated.They areaddedin the third andfinal stepof the
design.Consequently, in the versionof theeditordescribedin thecurrentsubsection,it is possiblethat a
componentis deletedby oneuser, while it is beingchangedor viewedby anotherone.

Threeclassesin the designof the viewer, shown in Figure 8.1, are extendedwith editing facilities,
namelyuser, diagrams, anduser session. Classedit session doesnot needto change.Thus,
the designof the editor consistsof four classes,namelyuser e, diagram e, user session e, and
edit session. Thenew classesareshown in Figure8.2. In theremainderof this subsection,it is shown
that the threenew classesaresubclassesof the correspondingclassesof the viewer of Figure8.1 under
life-cycle inheritance.

First, considerclassdiagram e. In theeditor, it is possibleto modify diagramsby meansof method
mod. It easily follows from inheritancerule PP of Theorem7.3 that diagram e is a subclassof class
diagram underprotocol/projection inheritance.Thus,it alsois a subclassof diagram underlife-cycle
inheritance.

Second,classuser of Figure8.1 hasbeenextendedto classuser e in the designof the editor. In
theeditor, usersof thesystemareresponsiblefor creatinganddeletingdiagrams(methodscrd anddeld).
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Figure8.2: A multi-usereditor.

Creationanddeletionof diagramscanbedoneindependentlyof editing (other)diagrams.Thus,a branch
of parallelbehavior, consistingof placep1 andthetwo aforementionedmethods,is addedto the life cycle
of classuser. Inheritancerule PJ3 of Theorem7.23 can be usedto prove that this extensionyields a
subclassunderprojectioninheritance.Thetwo transitionslabeledcru anddeluserveastheinputandoutput
transitionof theadditionalparallelbranch,respectively. Dueto thepresenceof placep0 in life cycleuser,
any extra placebetweencru anddelu is clearlyimplicit in this life cycle. For thesamereason,theaddition
of suchanextra placepreservesthelife cycle properties.

Anotherextra featureof theeditor comparedto theviewer of theprevious subsectionis thatusersare
allowed to modify diagrams.For this purpose,classuser e containsmethodmod. Usershave to choose
whetherthey wantto modify adiagramor whetherthey aresatisfiedwith just theoptionto view it. Method
chmd (changemode)canbe usedto togglebetweenviewing andediting mode. The implementationof
methodsmod andchmd canbe suchthat only a subsetof usersis allowed to enterthe editing mode. It
simply follows from applyinginheritancerulePP thattheadditionof methodsmodandchmdto classuser
leadsto asubclass.

It is not difficult to verify that the subsequentapplicationof inheritancerulesPJ3 andPP yields that
user e is asubclassof user underlife-cycle inheritance.

Third, it mustbeshown thatuser session e is a subclassof user session. For eachedit ses-
sion a userjoins, a user session e object is created. This objectkeepstrack of the modein which
the useris for this particulardiagram. Initially, the useris in viewing mode. By invoking methodchmd,
the usercanchangeto editing mode. This meansthat the object life cycle of classuser session in
Figure8.1 is extendedwith a choice. Inheritancerule PT of Theorem7.17 canbe appliedto show that
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user session e is a subclassof user session. Methodchmd actsasthe guard. Method leavein
user session guaranteesthatany extra transitionbetweenplacesq0 ando in this life cyclepreservesthe
life cycleproperties.

Summarizing,threeof the four inheritancerulesof the previous sectionhave beenusedto extendthe
viewerof Figure8.1to aneditor. Themostimportantconclusionof this subsectionis thatthespecifications
of theobjectlife cyclesof theviewer have beenreusedduringthedesignprocess.

8.3 Groupware editor

In thelaststepof thedesignof thegroupwareeditor, amechanismis addedto handlepermissions.Permis-
sionsareneededto preventall kindsof anomalies.For example,they guaranteethatit is impossiblethatone
userdeletesacomponentof adiagramwhen,at thesametime,anotheruseris viewing thiscomponent.Four
new classesare designed,namelyuser p, diagram p, user session p, andedit session p.
Figure8.3shows two of thesefour classes.
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Figure8.3: A groupwareeditor.

The currentsetof permissionsfor editing a diagramis maintainedin the correspondingdiagram p
object.This is theonly feasibleoptionsincesomepermissionsmaypersistbetweenedit sessions,asstated
in thesystemrequirementsexplainedin theintroductionto thissection.Also explainedin therequirements
is thatausercangetpermissionfor someeditingcommandby simplyselectingacomponentandexecuting
the command. Therefore,after every editing action view, mod, or deld, diagram p executeseither a
rollback(rllbck) or a commit(cmmt), dependingon whetheror not theuserhaspermissionfor thespecific
editingaction.Anotherchangein diagram p whencomparedto classdiagram e is thatthemethodrstp
hasbeenaddedwhich canbeusedto resetpermissions.It mustbetakencareof thatthethreeotherclasses
invoke rstpwhenever appropriate.

Classesuser p anduser session p aresimpleextensionsof themulti-user-editorclassesuser e
anduser session e of Figure8.2.Therefore,thesetwo classesarenotshown in Figure8.3.Sinceusers
maysurrenderpermissionsatany time,classuser p is obtainedfromuser e by addinga loopconsisting
of a singletransitionlabeledrstp to placep2. Sinceusersinteractwith diagramsthroughusersessions,the
life cycle of user session p is constructedfrom user session e by addingthesameloop asabove
to placesq0 andq1.
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Thefourth classin thedesignof thegroupwareeditor is classedit session p which is constructed
from classedit session of Figure8.1. As mentionedin thesystemrequirements,permissionsarereset
whena userleavesa session.This meansthatedit session is extendedwith callsof methodrstpafter
eachinvocationof the leavemethod.

It remainsto beshown thatthenew classesaresubclassesof thecorrespondingclassesin theearlierde-
signs.Theadditionof rstpto classesuser e anduser session e is capturedby inheritancerulePPof
Theorem7.3. Hence,user p anduser session p aresubclassesof user e anduser session e,
respectively.

Theadditionof rstp to diagram e is alsocapturedby rule PP. To show that theadditionof method
cmmttodiagram e is correct,ageneralizationof inheritancerulePJ asdiscussedin Section7.6is needed.
Applying rule PJ threetimessimultaneouslyshows thattheextensionwith methodcmmtyieldsasubclass.
To show that the additionof methodrllbck is allowed, considerthe intermediateresultobtainedafter the
previous two additions.Thedesiredresultfollows easilyfrom inheritancerule PT of Theorem7.17,again
appliedthreetimessimultaneously. Hence,classdiagram p is a subclassof diagram e.

Finally, to show thatedit session p is a subclassof edit session, it sufficesto apply rule PJ
twice simultaneously.

Summarizingthe resultsof this subsection,it hasbeenshown that thefour classesin thedesignof the
groupwareeditoraresubclassesunderlife-cycle inheritanceof thecorrespondingclassesin themulti-user
editordiscussedin theprevious subsection.Theclassesof themulti-usereditor, in turn, aresubclassesof
thecorrespondingclassesof theviewerpresentedin Section8.1.Sincelife-cycle inheritanceis transitive, it
follows thatthefour classesof thegroupwareeditorarealsosubclassesof thecorrespondingviewerclasses.
This meansthat thegroupwareeditorpreservesthebehavior of theviewer. Althoughthecasestudyis not
verycomplex, it shows thattheconceptof life-cycle inheritancecanbeusedto structurethedesignprocess.
In addition,theinheritancerulesof Section7 stimulatethereuseof objectlife cycles.Observe thatall four
inheritancerulesareneededin thecasestudy. Morerealisticcasestudiesareneededto testwhetherthefour
rulesaresufficient in practicaldesignsituations. For this purpose,it is alsonecessaryto incorporatethe
resultsof thispaperin acompleteobject-orientedformalism.

9 Conclusions

Concluding remarks The conceptof inheritanceis oneof the key conceptsin object-orienteddesign.
However, in mostobject-orientedmethodswhich arein commonuse,themostimportantbeingUML [21,
58], inheritanceis only well definedfor the set of methodsof a classand its attributes. It is implicitly
assumedthat thebehavior of anobjectof a subclassextendsthebehavior of anobjectof its superclass.To
overcomethisomissionin thedefinitionof inheritance,thispaperstudiesinheritanceof dynamicbehavior.

Section4 studiesinheritanceof behavior in a simpleprocess-algebraicsetting. Processalgebrais par-
ticularly well suitedfor thispurpose,becauseit doesnothaveanexplicit representationof processstates.In
addition,thenotionsof encapsulationandabstractionhave beenstudiedextensively in a process-algebraic
setting.Encapsulationcorrespondsto blocking actions,whereasabstractioncorrespondsto hiding actions.
Intuitively, blockingandhiding methodcallsplay animportantrole in inheritanceof behavior. Section4.1
introducesfour inheritancerelations,basedon eitherencapsulationor abstractionor both. Eachof the in-
heritancerelationscapturesdifferentkindsof extensionsto anobjectlife cycle. Theaxiomsof inheritance
of Section4.2 illustratethemostcharacteristicextensionsallowedundereachform of inheritance.Protocol
inheritancecapturestheadditionof analternative to anobjectlife cycle. Projectioninheritanceallows the
additionof parallelandsequentialbehavior. Underprotocol/projectioninheritance,it is allowedto postpone
behavior. In a settingwhich allows the specificationof iterative behavior, protocol/projectioninheritance
capturesthe extensionof an object life cycle with an iteration. Life-cycle inheritance,which is the most
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generalform of inheritancediscussedin thispaper, allows all kindsof combinationsof theabovementioned
extensions.

In Section6, thefour inheritancerelationsof Section4 arestudiedin theframework of Petrinets.Due
to the graphicalnatureof Petri netsandtheir explicit representationof states,the Petri-netframework is
closerto object-orientedmethodsusedin practicethanthealgebraicframework. Inspiredby thealgebraic
axiomsof inheritance,Section7 presentsfour inheritancerules,whichcanbeusedto transformaclassinto
a subclass.In Section8, theseinheritancerulesareusedin the developmentof a groupwareeditor. The
conceptof life-cycle inheritanceandthe accompanying inheritancerulesprove to be usefulin structuring
thedesignprocess.In addition,they stimulatethereuseof objectlife cycles.Themostimportantconclusion
is thattheconceptsdevelopedin thispapercanbeapromisingadditionto existingobject-orientedmethods.

Thedevelopmentof theconceptof inheritanceof behavior in this paperis a perfectillustration of the
complementarynatureof processalgebraandPetrinets.Processalgebraprovedto bea very usefulframe-
work for developinga clearunderstandingof the importantconceptsin theformalizationof inheritanceof
behavior. ThePetri-netframework providesa formalizationthat is muchcloserto existing object-oriented
methods.It would have beendifficult to achieve the two goalsof a clearconceptualunderstandinganda
practicalframework in asingletheory.

Futur e work Themostimportantfuturechallengeis to integrateour conceptsof inheritancein anexist-
ing object-orienteddesignmethod. If UML is chosenfor this purpose,onecould chooseto translatethe
inheritancenotionsto statechartdiagramsor onecouldchooseto replacestatechartdiagramsby Petrinets.
It is alsopossibleto integratetheinheritanceconceptsin anobject-orientedformalismbasedon Petrinets,
suchasOPN[47]. An advantageof this approachis thatit resultsin anintegratedframework with a sound
theoreticalbasis.A disadvantageis thatobject-orientedlanguagesbasedonPetrinetsarenotyet in common
use.An advantageof incorporatingtheresultsof this paperin a framework asUML is thatit will beeasier
to get acceptanceof the notion of inheritanceof behavior in practice,particularlywhenit is translatedto
statechartdiagrams.

An aspectthat playsan importantrole in the literatureon inheritanceis the so-calledsubstitutability
principleof [73]. Thesubstitutabilityprinciplesaysthatanobjectof somesubclasscanalwaysbeusedin a
context whereanobjectof its superclassis expected.Whenincorporatingtheinheritanceconceptdeveloped
in this paperin a completeobject-orienteddesignmethod,it mustbe investigatedto whatextent,or under
which assumptions,the four inheritancerelationsadhereto the substitutabilityprinciple. To answerthis
question,it is not sufficient to considerlife-cycle specificationsin isolation.It is alsonecessaryto take into
accountthestaticstructureof classesaswell astheinteractionbetweenobjects.

Another topic for further study is the setof inheritancerules to constructsubclassesfrom object life
cycles. It is interestingto studyvariantsof thecurrentinheritancerules,trying to improve their generality
or their efficiency. It would alsobe useful to translatethe inheritancerulesto the statechartdiagramsof
UML. Furthermore,it is interestingto transformthe rulesinto transformationrulesthat preserve liveness
and boundednessof P/T nets. One applicationof suchtransformationrules is that they can be usedto
constructobjectlife cycles.

Futurecasestudieswith life-cycle inheritancemight reveal that thereis a needfor a small extension
of the framework. Whenverifying a subclassrelationshipbetweentwo object life cycles in the current
framework, it is not allowed to treatdifferentcallsof thesamemethodin a differentway. All callsof the
samemethodareeitherblocked,or hidden,or left untouched.However, it is not difficult to definevariants
of the four inheritancerelationsof this paperthatallow a differenttreatmentof differentcallsof thesame
method.It simplyrequirestheuseof temporarymethodnamesto distinguishthedifferentgroupsof method
calls. For example,a variantof protocolinheritancecould bedefinedasfollows. If anobjectlife cycle is
a subclassunderprotocol inheritanceof anotherobject life cycle, thenany renamingof the methodsnew
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in thesubclassyieldsa subclassof thelife cycle underthevariantof protocolinheritance.By choosingan
appropriaterenaming,it is possiblethata methodalreadypresentin thesuperclassactsasa guard. Thus,
by usingtemporarynamesfor methodsactingasguardsin the subclass,it is possibleto distinguishnew
invocationsof suchamethodin thesubclassfrom callsof thesamemethodalreadypresentin theobjectlife
cycleof thesuperclass.

Another interestingtopic is the applicationof the inheritanceconceptsof this paperin the areaof
component-basedsoftwareengineering[70, 71]. A commonproblemin existing object-orienteddesigns
is that the dynamicinteractionbetweenobjectsis often implicit in the design,which frequentlycauses
problemsfor the maintainabilityandextendibility of the design. Component-basedsoftwareengineering
is characterizedby a strongfocus on componentinterfacesand componentinteraction. The inheritance
conceptsof this papercanbeseenasa stepfrom object-orienteddesigntowardscomponent-baseddesign.
Someearlyresultsof theapplicationof theinheritancenotionsof thispaperin theareaof component-based
softwareengineeringcanbefoundin [6].

Anotherpromisingapplicationareafor our conceptsof inheritanceof behavior is workflow manage-
ment.Petrinetsarewell suitedto defineandanalyzeworkflow processes(see,for example,[2, 3]). Object
life cyclesandP/T netsmodelingworkflow processesareessentiallythe same.Our inheritanceconcepts
areparticularlyuseful in the areaof adaptive andad hoc workflow management.This areaof workflow
managementfocuseson handlingprocesschanges.An importanttopic in this context is theadaptationof
workflow processesin sucha way that the new workflow processpreserves the behavior of the original
process.A foundationalstudyof theapplicationof inheritanceof behavior to tacklingproblemsrelatedto
processchangesin workflow managementcanbefoundin [4].

Finally, an issuethat transcendsall theabovementionedtopicsfor futurework is thecollectionof ex-
perimentalresultsfor thefour inheritancerelationsof this paper(aswell asfor any futurevariantsof these
relations).Ultimately, only practicalresultscanvalidateourapproachto inheritanceof behavior. Suchprac-
tical experiencemight alsoshedmorelight on thequestionof which typeof inheritanceis usefulfor what
kindsof applicationsandapplicationareas.

Related work The literatureon object-orienteddesignand its theoreticalfoundationscontainsseveral
studiesrelatedto the researchdescribedin this paper. In [75], abstractionin a process-algebraicsettingis
suggestedasan inheritancerelation for behavior. However, only a few examplesarestudied. Basedon
theseexamples,theauthorconcludesthatabstractionis usefulbut notalwayssufficient to capturedesirable
subclassrelationships.Life-cycle inheritanceasintroducedin this paper, which combinesabstractionwith
encapsulation,is sufficiently powerful to prove thedesiredsubclassrelationshipsin theexamplesof [75].

Other researchon inheritanceof behavior or relatedconceptssuchasbehavioral subtypingdescribes
bothfundamentalstudies,suchas[7, 22, 25, 29, 42, 28, 49, 50,51, 56, 57, 62, 63, 67], anda few practical
studies,suchas[48, 52]. Thefundamentalstudiesall take a specificformalismfor specifyingthedynamic
behavior of a classasa startingpoint; the practicalstudiesstart from concreteexamplesof desiredsub-
classrelationships.Besidesthe aforementionedreferences,books[43] and[44] canbe usefulfor readers
interestedin thetopicof inheritanceof behavior.

Thegivenreferencesdescribeawidevarietyof inheritanceandsubtyperelations.In many cases,there-
lationsshow similaritiesto eitherprotocolinheritanceor projectioninheritance,althoughthecorresponding
conceptsof blockingandhidingmethodcallsarenevermentioned.In particular, severalof thefundamental
studiesmentionedabove arebasedon the idea– inspiredby thenotionof substitutability– thata subclass
mustbeableto acceptat leastall thesequencesof methodcallsthatits superclassis willing to accept.This
notionis closelyrelatedto ourconceptof protocolinheritance.In general,ourwork distinguishesitself from
thegiven referencesby thestrongfocuson theorderingof methodcallsandtheconstructive approachby
meansof theaxiomsof inheritanceandtheinheritancerules.In addition,ournotionof life-cycle inheritance
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is moregeneralthanmostof theinheritanceandsubtyperelationsappearingin theabovementionedwork.
Thevariety in inheritancerelationsreportedin the literatureis not very surprisingif oneconsiders,for

example,the large numberof semanticsthat exist for concurrentsystems(see,for example,[34]). There
simply is no singlesemanticsof concurrentsystemsthat is suitablefor all purposes.Similarly, it cannot
be expectedthat thereis a single inheritancerelation for behavior that is always useful. However, it is
promisingthat similar conceptsappearto play a role in many of the inheritanceandsubtyperelationsfor
behavior currentlydescribedin theliterature.

Theresearchpresentedin this paperis alsorelatedto work in theareaof concurrency theory. Therela-
tion is mostlya technicalone.Recallthatour four inheritancerelationsarepreorderson objectlife cycles,
which area specifickind of processes.In the literatureon concurrency theory, many preorderson vari-
ouskinds of processmodelsappearfor many differentpurposes(see,for example,[34] for an overview).
Often,suchpreordersrepresentso-calledimplementationrelationsor refinementrelations.Similar to our
inheritancerelations,theseimplementationandrefinementrelationsareusedto structurethe designpro-
cess.However, conceptually, theinheritancemechanism,thespecification/implementation mechanism,and
stepwiserefinementarecomplementarywaysfor dealingwith theever-increasingcomplexity of designpro-
cesses.Of course,this doesnot excludethepossibilitythat theideaspresentedin this papercanbeusedto
supportthespecification/implementation andstepwise-refinementapproachesto design.An exampleof a
preorderthatis relatedto oneof our inheritancerelationscomesfrom theareaof conformancetesting[23].
Conformancetestingis theproblemof verifying by meansof testingwhethersomesystemimplementation
satisfiesa given specification.In [23], a testingrelationcalled“extends”is described,which is relatedto
protocolinheritance.

Bibliographical remarks Thispapersupersedesonetechnicalreport,namely[15], andtwo otherpapers,
namely[5] and [14]. Report[15] forms the basisfor the materialpresentedin Section4 of the current
paper. In [5], anearlyversionis presentedof thematerialin Sections6 and7 of this paper, whereas[14]
describesthecasestudyof Section8. Themeritof thecurrentpaperis thatit combinestheconceptualstudy
of inheritanceof behavior in thealgebraicframework, thetranslationof thealgebraicconceptsinto themore
practicalPetri-netframework, andthe applicationof the conceptsin the casestudy. In addition,mostof
the materialhasevolved over time. In particular, the materialin Sections6 and7 hasbeenextendedand
improved whencomparedto thepresentationin [5]. The formulationof the inheritancerulesin Section7
hasimproved in sucha way that they area goodcompromisebetweengeneralityandefficiency andtheir
correctnessis proven in detail. In [5], eachof the rulesstill containsa requirementthat the resultof the
transformationyields an object life cycle, which is a requirementthat canbe hard to verify; in addition,
someof theproofsin [5] areomitted,whereasotherproofsaremuchsimplerdueto theextra requirements
in theformulationof therules.As afinal remark,thispaperis a revisedversionof [13, Chapter4] and[16].

Contrib ution Themaincontribution of this paperis thecompleteformalizationof theconceptof inher-
itanceof behavior startingfrom the intuitive notionsof hiding andblocking methodcalls. The approach
focuseson theorderingof methodcalls andis constructive. In two differentformalisms,four inheritance
relationsaredefinedandinheritancerulesarepresentedthatcanbeusedto constructsubclassesfrom some
given class.To validatethe results,the theoryis appliedto a small casestudy. The fact that theconcepts
presentedin this papertranscendthetwo formalismsof processalgebraandPetrinetssupportstheconclu-
sionthatthenotionsof hidingandblockingmethodcallsplayanimportantrole in studyingandformalizing
inheritanceof behavior.
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G. Balbo, editors, Application and Theory of Petri Nets 1997, 18th. International Conference, ICATPN’97,
Proceedings, volume1248of Lecture Notesin ComputerScience, pages62–81,Toulouse,France,June1997.
Springer, Berlin, Germany, 1997.

6. W.M.P. van der Aalst, K.M. van Hee,andR.A. van der Toorn. Component-BasedSoftwareArchitectures:A
Framework Basedon Inheritanceof Behavior. Scienceof ComputerProgramming. To appear. Also appearedas
BETA Working PaperSeriesWP 45, EindhovenUniversityof Technology, Departmentof TechnologyManage-
ment,Eindhoven,TheNetherlands,2000.

7. P. America. Designingan Object-OrientedLanguagewith Behavioural Subtyping. In J.W. de Bakker, W.P.
deRoever, andG. Rozenberg, editors,Foundationsof Object-OrientedLanguages,REXSchool/Workshop,Pro-
ceedings, volume489of Lecture Notesin ComputerScience, pages60–90,Noordwijkerhout,TheNetherlands,
May/June1990.Springer, Berlin, Germany, 1990.

8. J.C.M.BaetenandT. Basten. Partial-OrderProcessAlgebra(andits Relationto Petri Nets). In J.A. Bergstra,
A. Ponse,andS.A. Smolka,editors,Handbookof ProcessAlgebra. Elsevier Science,Amsterdam,The Nether-
lands.To appear.

9. J.C.M. Baeten,J.A. Bergstra,and J.W. Klop. ConditionalAxioms and à /á -calculusin ProcessAlgebra. In
M. Wirsing, editor, Formal Descriptionof ProgrammingConcepts- III, Proceedingsof the IFIP TC2/WG2.2
Working Conference, pages53–75,Ebberup,Denmark,August1986.North–Holland,Amsterdam,TheNether-
lands,1987.

10. J.C.M.BaetenandC.Verhoef.ConcreteProcessAlgebra. In S.Abramsky, Dov M. Gabbay, andT.S.E.Maibaum,
editors,Handbookof Logic in ComputerScience, volume4, SemanticModelling, pages149–268.OxfordUniver-
sity Press,Oxford,UK, 1995.

11. J.C.M.BaetenandW.P. Weijland. ProcessAlgebra, volume18 of Cambridge Tracts in Theoretical Computer
Science. CambridgeUniversityPress,Cambridge,UK, 1990.

12. T. Basten. BranchingBisimilarity is an Equivalenceindeed! InformationProcessingLetters, 58(3):141–147,
May 1996.

13. T. Basten.In Termsof Nets:SystemDesignwith Petri NetsandProcessAlgebra. PhDthesis,EindhovenUniver-
sity of Technology, Departmentof MathematicsandComputingScience,Eindhoven,TheNetherlands,December
1998.

14. T. BastenandW.M.P. vanderAalst. Inheritanceof DynamicBehavior: Developmentof a GroupwareEditor. In
G.A. Agha,F. De Cindio, andG. Rozenberg, editors,ConcurrentObject-OrientedProgrammingandPetri Nets,
Lecture Notesin ComputerScience, Advancesin Petri Nets. Springer, Berlin, Germany. To appear.

15. T. BastenandW.M.P. vanderAalst. A Process-AlgebraicApproachto Life-Cycle Inheritance:Inheritance= En-
capsulation+ Abstraction.ComputingScienceReport96/05,EindhovenUniversityof Technology, Department
of MathematicsandComputingScience,Eindhoven,TheNetherlands,March1996.

80



16. T. BastenandW.M.P. van der Aalst. Inheritanceof Behavior. ComputingScienceReport99/17, Eindhoven
University of Technology, Departmentof MathematicsandComputingScience,Eindhoven, The Netherlands,
November1999.

17. J.A. BergstraandJ.W. Klop. ProcessAlgebrafor SynchronousCommunication.InformationandControl, 60(1–
3):109–137,1984.

18. G. Berthelot.TransformationsandDecompositionsof Nets. In W. Brauer, W. Reisig,andG. Rozenberg, editors,
Petri Nets:Central ModelsandTheirProperties,Advancesin Petri Nets1986,Part I, Proceedingsof anAdvanced
Course, volume254of Lecture Notesin ComputerScience, pages359–376,BadHonnef,Germany, September
1986.Springer, Berlin, Germany, 1987.
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