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Abstract. Organizations increasingly use process mining techniques to
gain insight into their processes. Process mining techniques can be used
to monitor and/or enhance processes. However, the impact of processes
on the people involved, in terms of unfair discrimination, has not been
studied. Another neglected area is the impact of applying process mining
techniques on the fairness of processes. In this paper, we overview and
categorize the existing fairness concepts in machine learning. Moreover,
we summarize the areas where fairness is relevant to process mining and
provide an approach to applying existing fairness definitions in process
mining. Finally, we present some of the fairness-related challenges in
processes.

Keywords: Process mining · fairness · discrimination.

1 Introduction

Organizations interact with and affect people, such as customers, employees,
or stockholders in many forms. They operate in various sensitive environments
such as education, employment, healthcare, and finance. Processes taking place
in such sensitive environments often have important and life-changing effects on
the people involved. Moreover, such processes typically involve several decision-
makings which are performed by human resources or (supported by) machine
learning algorithms trained on historical data. These decision-makings are one of
many factors that make processes vulnerable to various forms of discrimination.
See [20] for real-life examples of discriminatory outcomes produced by algorith-
mic decision makers. As the impact of processes on the people involved can be
very drastic, it is crucial to be able to identify instances of discrimination within
processes in order to minimize negative impacts.

Process mining is a set of techniques that combine data science with model-
based process analysis to enable the understanding and improvement of opera-
tional processes. Even though the concept of responsible data science has been
investigated in process mining related literature, [2,4], to the best of our knowl-
edge, in this area, [23] is the only work dedicated to fairness. In this work, making
fair conclusions, which is one of the main aspects of fairness in process mining, is
investigated. Here, we mainly focus on another main aspect of fairness in process
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mining: detecting unfair discrimination against cases and resources. Intuitively,
(unfair) discrimination is the act of treating similar individuals in the same sit-
uation differently based on one or more protected attributes, such as ethnicity,
race, gender, (dis)ability, or sexual orientation [11].

Typically, process mining techniques are categorized into three types: process
discovery, conformance checking, and process enhancement. Figure 1 (adapted
from [1]) shows the interaction between the processes, the environment they
take place in, and the process mining techniques. Processes impact their envi-
ronment, which may intentionally or unintentionally pose discrimination towards
the people in their environment. This discrimination might have stemmed from
the process itself, its resource(s), or learned from the historical data. The inter-
action between the process and its environment is captured by the information
systems and manifests itself in the event log. The discrimination level of the
process can get aggravated by applying the results of process mining techniques
on event logs containing discrimination.

Fairness is a context-sensitive concept. Consequently, there is a huge number
of fairness definitions in the literature, some of which are in contradiction with
each other [8]. Furthermore, there is a lack of consensus, both in academia and
society, on which definition of fairness is the correct one [14,16]. This makes it
hard to decide on the proper definition of fairness to audit a process.

This issue is aggravated when there are multiple human entities with different
roles and desires in an organization as each one may entail a different notion
of fairness. Therefore, in this paper, we categorize the fairness concepts and
definitions based on their properties such that it makes it easier for the user to
select the appropriate one. We discuss some of the applications and challenges
of applying fairness in process mining. Moreover, we elaborate on a mapping
between the existing techniques to measure fairness and process mining.

The rest of the paper is organized as follows. In Section 2, we provide a brief
overview of fairness considerations in literature and describe common fairness

Fig. 1: Process evolution diagram; positioning of the three main types of process
mining [1]. Some of the areas where discrimination can play a role in process
mining are shown in this picture.
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concepts and measures. In Section 3, we discuss the possible applications of
fairness in process mining. In Section 4 we elaborate on mapping the existing
fairness definitions to process mining. Finally, in Section 5, we conclude and
provide directions for future work.

2 Literature Review

In this section, we provide an overview of the fairness understandings, concepts,
and measures defined in the literature. We start by defining relevant terms and
concepts. Then, we present a taxonomy that provides an overview of various
fairness measures. Due to the extensive amount of fairness-related scientific lit-
erature, we present only concepts and measures potentially relevant to the area
of process mining. For a comprehensive overview of fairness research, we refer
interested readers to [8,16,20,25].

2.1 Relevant Terms

Here, we briefly discuss terms relevant to fairness. For a detailed discussion on
such fairness fundamentals, we refer readers to chapter 3 of [10].

– Discrimination: The word discrimination means “to divide”, “separate”, “dis-
tinguish”, which is exactly the goal of classification. Therefore, discrimination
itself is not necessarily unjust or unfair. However, discrimination is consid-
ered unfair if individuals receive harmful treatment based on their member-
ship to a specific group [3].

– Protected groups/ Sensitive attributes. A protected group is a subgroup of the
population. The attributes indicating if an individual belongs to a protected
group are called sensitive attributes.

– Outcome. Outcome is an attribute that captures an aspect of the system
that is supposed to be fair. It is important to note that not just the outcome
is context-dependent, but also its desirability. For example, in a hospital
context, less waiting time for visiting a doctor is more desirable while more
waiting time (up to a threshold) between an elaborate surgery and the dis-
charge of a patient is more desirable.

2.2 Fairness Taxonomy

In this subsection, we present fairness concepts and measures defined in machine
learning literature. We structure these measures in a taxonomy ( Figure 2), which
is an extension of the fairness tree presented by Saleiro et al. in [25]. The fairness
definitions in machine learning can be conceptually divided into group fairness
definitions and individual fairness definitions[7,24,28].

Group Fairness assesses the (approximate) parity of some statistical mea-
sure across all demographic sub-populations [7,15]. The group fairness measures
are further divided into three categories: disparate distribution, disparate repre-
sentation, and disparate error.
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1. Distribution-based fairness. Here, the main idea is that the distribution of
the predictions should be similar across all subgroups [21]. Another example
of distribution-based fairness measures is proposed in [9].

2. Measures assessing representation. The fairness measures in this category
are based on the representation of the various subgroups in the outcome of
a classifier or a subset selection method [13]. Based on the application and
context, the measures are further divided into the following two categories.
– Coverage-based fairness. In this category of measures, the main concern

is either having the same number of people from each group or hav-
ing a number proportional to their relative representation in the whole
population in the selected/sampled groups [25].

– Ranking-based fairness [17] defines measures for assessing representa-
tion tailored for scenarios in which individuals are ranked according to
some predicted score. It also assumes a notion of ground truth which
indicates the correct ordering. In essence, this definition requires that
every subgroup has an equal representation in the top-n candidates in
both rankings, one ranked by ground truth, the other by predicted score.
Another example of ranking-based fairness is defined in [27]. Here, the
fairness criterion is that the number of protected elements in the top-n
candidates (for every n) is the same number that would be expected if
the top-n candidates were picked at random from the overall population.

3. Measures assessing error. This group of measures assesses the discrimination
made via errors made by the predictor and requires the existence of some
predicted value, as well as a notion of ground truth [6,16]. These measures
are further subdivided into three contextual categories: assistive, punitive,
and neutral.
– Assistive context. In this context, a positive classification is assumed

to bring benefits to the individuals, therefore false negatives are more
undesirable in terms of fairness than false positives.

– Punitive context. This context is exactly the other way around, i.e., a
positive classification is assumed to bring negative consequences for the
individuals. Hence, false positives are more undesirable in terms of fair-
ness than false negatives.

– Neutral contexts. Here, we assume that false negatives and false positives
are equally undesirable.

The main advantage of group fairness definitions is their simplicity. They can
be easily explained and verified [8]. However, their main drawback comes from
the fact that this category of fairness definitions provides guarantees only to
“average” members of the protected groups. Consequently, they do not provide
guarantees to individuals or subgroups within the protected groups. Moreover,
some of these measures can be at odds with one another [8].

It is important to note, that group fairness measures based on parity require
some assumptions. The main assumption is that differences between groups are
due solely to unwarranted bias and that all warranted differences have been
eliminated (for example by removing them from the data) [15]. This includes
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the assumption that the reasons for existing differences do not lie in the choices
of individuals but in factors outside of their control [15]. If these assumptions
apply, these measures can help in correcting the unjust bias. However, if these
assumptions do not apply, enforcing them can lead to outcomes that are un-
fair from the perspective of an individual or it can lead to a form of reverse
discrimination towards the rest of the population [16].

Individual Fairness assesses the similarity of the outcome of pairs of simi-
lar individuals ignoring their differences in terms of protected attributes [9]. Two
main techniques for assessing individual fairness are similarity-based fairness and
counterfactual fairness (highlighted in yellow in Figure 2).

1. Similarity-based fairness assesses individual fairness by using two similarity
metrics. The first metric estimates the similarity of two individuals. The
second metric estimates the similarity of the outcomes that two individuals
received. To assess the fairness from individual A’s perspective, one simply
matches A to the most similar individual(s) in the data. Then, the similarity
of the two individuals is compared with the similarity of their outcomes.
By doing this for every individual in our data, we can measure how simi-
larly similar individuals are treated. Examples of similarity-based fairness
measures can be found in [9,28].

2. Counterfactual fairness is formulated in the context of fair classifications.
The main idea is to investigate the question of “how would the prediction
change if the protected attribute of an individual were different”[12]. Un-
der this approach, a decision is considered fair towards an individual if the
outcome of the decision is the same in (a) the actual world and (b) a coun-
terfactual world where the individual belonged to a different demographic
group [19]. Counterfactual fairness can also be used to assess group fairness.
By studying in what direction the prediction changes when changing pro-
tected attributes, it is possible to infer which groups are given preferential
outcome(s). For example, if by changing the group membership from G to
G′, the prediction always changes from a negative to a positive outcome, this
indicates discrimination against either group G or G′.

The main advantage of individual fairness definitions is their semantics, as
they provide guarantees to individuals and not average members. However, they
require making significant assumptions. For example, similarity-based fairness
measures are built on similarity measures, the definition of which can require a
large amount of domain knowledge that even domain experts rarely possess.

3 Fairness Applications in Process Mining

Fairness has three key applications in process mining. In the following, we briefly
discuss each application and provide promising lines of research for each one. It
is worth noting that fairness is not relevant in all processes. For example, in
fully automated processes with no human involvement, fairness does not play a
role. The relevance of fairness to a process depends on (1) how much it involves
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Fig. 2: Taxonomy of Fairness measures

humans (for example, as cases or resources) and (2) how strong the impact of
the process on the lives of the involved people is.

Discrimination in processes. Processes involve at least two discrimination-relevant
entities: resources and cases. The general idea is, that cases cannot directly in-
fluence the process but may suffer from discrimination. From a case perspective,
waiting times in and between activities, the number of re-do’s, the success rate,
occurrences of deviations, and the allocation of resources are some examples of
possible outcomes (as defined in section 2). Resources, in turn, can cause dis-
crimination by making biased decisions. However, they can also be affected by
discrimination. From a resource perspective, possible outcomes include the as-
signed workload and the complexity of the assigned tasks. Some of the interesting
lines of research concerned with discrimination in processes are:
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– developing process mining specific measures to assess the level of discrimi-
nation in event logs and process models,

– developing methods for on-time monitoring of fairness in a process so that
process owners can react on time and prevent unfair discrimination, and

– providing methods to improve/enhance fairness in a process by reducing the
discrimination level in the event log or process model.

Making fair conclusions. 1 Root cause analysis is one of the main steps before
designing re-engineering steps to enhance a process. Traditionally, root cause
analysis is performed using machine learning techniques that are based on pat-
tern recognition and correlation. However, correlation does not necessarily imply
causation. Thus, applying these results, especially when affecting people (e.g., by
blaming, firing, promoting), can result in unfairness. For example, in a hospital,
is it fair to say that the cardiac surgeon with the highest mortality rate among
his/her patients is the worst surgeon? Or is he/she the most experienced one
who gets the hardest cases? Several factors must be considered to infer causal
relationships. Possible reasons for situations where correlation does not imply
causality include the Simpson-paradox [26] and (sampling) bias in the data. Two
interesting lines of research for this application are:

– providing methods to distinguish causality from mere correlation, and
– providing methods for evaluating the extent to which a particular cause is

responsible for an effect (outcome)

Impact of process mining techniques on fairness. There are several algorithms
and heuristics for performing process mining tasks, each of which can be fine-
tuned by adjusting various parameters. These methods have been developed
to optimize various metrics, but not fairness. Moreover, some process mining
techniques could distort the results of a fairness analysis. For example, it is
a commonly used rule of thumb, that the discovered model should be able to
explain 80 percent of the cases in the event log. However, how this filtering
step affects the results of a fairness analysis, has not been studied. In general,
any process mining technique that its process analysis pipeline involves filtering,
ranking, or decision making (e.g., in the form of clustering or classification) is
prone to causing or amplifying discrimination. Promising lines of research in this
area include:

– investigating the effect of process mining techniques in terms of the possi-
bility of causing/reinforcing discrimination,

– developing fairness-aware quality measures for process models and event logs,
– investigating the effect that applying confidentiality preserving techniques

has on the fairness of event logs, and
– providing methods to find and remove the root cause of discrimination in

processes.
1 Even though this aspect of fairness is not the main focus of this paper, we mention

it for completeness.
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Fig. 3: An example of a simple process.

event identifier case id activity name timestamp resource gender
e1 1 register 19.03.3019 Alice female
e2 1 check 20.03.3019 Alice female
e3 1 reject 22.03.3019 Bob female
e4 2 register 22.03.3019 Sara male
e5 2 check 24.03.3019 Bob male
e6 2 accept 27.03.3019 Bob male

Table 1: An event log with two cases for the process shown in Figure 3.

4 Mapping Existing Fairness Definitions to Process
Mining

Many fairness definitions and measures in fair machine learning have been de-
fined in the context of classification ([8,16], also see table 2 in [20]). Most of
these classification-based measures require the following inputs that are not al-
ways clearly defined in a process mining context:

1. a dataset, in tabular form, containing one or more sensitive attributes and
possibly some descriptive attributes,

2. a model to analyze its outcome in terms of fairness. In a classification context,
the outcome corresponds to the prediction made by the classifier.

3. a notion of ground truth is needed for measures assessing the errors made
by the model. Such ground truth indicates how things should have been in
a fair and ideal world, which in a classification context, corresponds to the
ideal predictions.

To measure fairness in process mining, we are interested in assessing the fairness
of the process (corresponding to model), in terms of its manifestation (analogous
to outcome), compared to how it should have been (analogous to ground truth).
We can assume that the ground truth is provided by a domain expert or can
be computed (approximated) using a normative model. To be able to assess the
discrimination level using the techniques mentioned in Section 2, we need to
extract the data in a tabular form. Here, we briefly mention how to extract a
data table from an event log. An event log is a collection of events, where each
event refers to the occurrence of a specific activity at a specific point in time,
for a specific case (identified with a specific case identifier). A case is defined
as the chronologically ordered sequence of events with the same case identifier
in the event log. An example of a simple process is shown in Figure 3. Table 1
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Fig. 4: The steps of extracting a situation feature table from an event log.

shows an event log with two cases t1 = ⟨e1, e2, e3⟩ and t2 = ⟨e4, e5, e6⟩ for the
process in Figure 3. To turn an event log to a tabular data, we use the method
explained in [23]. This method involves three steps: 1) enriching the event log,
2) extracting a set of outcome-sensitive prefixes of the cases in the event log,
and 3) extracting the tabular data called situation feature table (Figure 4). In
the following, we explain these three steps in more detail.

Enriching the event log. In this step, the event log is enriched with several
derivative attributes extracted from the event log and possibly other sources.
For example, we may add the decision made in a choice place as an attribute
to the event that happened just before that choice place. More examples of
attributes that can be used to enrich the event log include the event duration,
waiting time for each event, throughput time of a case, the duration of a case
on a normative model, or some ground truth indicated by a process expert.

Extracting the set of situations. In this step, we map each case to multiple
prefixes of it, where each prefix ends with the occurrence of the outcome. These
prefixes are called situations. Examples of situations include:

– If the outcome is a decision made in a choice place, each situation corresponds
to the prefix of a case recorded before that place. For example, in the process
of Figure 3, if the outcome is the choice made in p2, then the two cases in
Table 1 are mapped to the situations s1 = ⟨e1, e2⟩ and s2 = ⟨e4, e5⟩.

– If the outcome is an event attribute of a group of events, then each situation
is a prefix of a case in the event log where the prefix ends with one of the
events of that group. For example, in the process of Figure 3, if the outcome
is the duration of the event with activity name “check”, then the two cases
in the Table 1 are mapped to two situations s1 = ⟨e1⟩ and s2 = ⟨e4⟩.

– If the outcome is a case-level attribute, then each situation corresponds to a
case. For example, in the process of Figure 3, if the outcome is the “through-
put time”, then the two cases in the Table 1 are mapped to two situations
s1 = ⟨e1, e2, e1⟩ and s2 = ⟨e4, e5, e6⟩.

Extracting the situation feature table. In the third step, tabular data is extracted
from the set of the situations in the previous step. The resulting table is called
a situation feature table. The set of features extracted from the set of situations
includes sensitive attributes and the outcome (and possibly the ground truth).
This tabular data can be used to measure the level of discrimination. An example
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duration-register resource-check gender p2-choice
1 day Alice female reject
2 days Bob male accept

Table 2: A situation feature table extracted from the event log in Table 1 in which
the outcome is the choice made at p2 and the sensitive attribute is “gender”.

of a situation feature table extracted from the event log in Table 1 is shown in
Table 2 in which the outcome is the choice made in place p2 (Figure 3) and the
descriptive attributes are the duration of the event with activity name “register”,
the resource of the event with activity name “check”, and the “gender”. In this
example “gender” is the sensitive attribute.

5 Conclusion

Organizations operate in many important areas of life, sometimes with a life-
changing impact on people. This makes inspecting their impact in terms of dis-
crimination (as one aspect of unfairness) an important topic. However, the fair-
ness aspects of processes have rarely been considered in literature. In this paper,
we discussed the placement of fairness in the process mining realm.

We discussed fairness primarily in terms of equal and non-discriminatory
treatment of individuals and groups and provided an overview of various fair-
ness definitions to detect discrimination. We presented these definitions in a
structured way using a taxonomy. Furthermore, we discussed three potential
key contributions that fairness can have in process mining, again with a focus
on discrimination. We also provided an approach on how to map existing fairness
definitions to process mining by using situation feature tables.

In conclusion, the main question one should ask before enhancing a process
with fairness-related objectives is whether the differences between groups or
individuals are the result of an unjust bias towards them and whether this bias
needs to be corrected. Not all cases of discrimination are unfair. A methodology
to quantify the explainable and illegal discrimination in data has been presented
in [18]. Moreover, to assess the fairness of a system, it is crucial to be able to
justify the selected fairness measurement from a moral perspective. Therefore,
it is important to consider the assumptions behind each measure. For example,
in similarity-based fairness measures, it is assumed that the similarity metric
expresses ground truth (or the best available approximation of it) [9]. Also, the
assumptions connected to statistical parity have been discussed in great detail
in the academic literature [9,15,24]. Another point to note while planning to
enhance a process with fairness objectives is that the costs (such as reduction
in accuracy) are often immediately realized, whereas its benefits are usually not
immediate and less tangible [8].
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