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Abstract. Workflow management techndogy requires the existence of explicit process
models, i.e. a ompletely spedfied workflow design needs to be developed in order to
enad a given workflow process Such a workflow design is time cnsuming and dten
subjedive and incomplete. We propose aleaning method that uses the workflow log,
which contains information abou the processas it is adualy being exeauted. In our
method we will use alogistic regresson model to discover the dired conredions be-
tween events of aredistic not complete workflow log with nase. Experimenta results
are used to show the usefulnessand li mitations of the presented method

1 Introduction

The managing of complex businessprocesses cdls for the development of powerful informa-
tion systems, able to control and suppart the flow of work. These systems are cdl ed Workflow
Management Systems (WfMS), where aWfMS is generally thought of as “a generic software
tod, which allows for definition, execution, registration and control of workflows” [1]. De-
spite the workflow technology promise, many problems are encountered when applying it.
One of the problems is that these systems require aworkflow design, i.e. a designer has to
construct a detailed model acaurately describing the routing of work. The drawbadk of such
an approach is that the workflow design requires a lot of effort from the workflow designers,
workers and management, istime consuming and often subjedive and incomplete.

Instead of hand-designing the workflow, we propase to colled the information related to
that processand discover the underlying workflow from this information history. We asume
that it is posshble to record events such that (i) ead event refers to a task, (ii) eat event re-
fersto a cae and (iii) events are totally ordered. We cdl this information history the work-
flow log. We use the term process mining for the method o distilli ng a structured process
description from a set of red exeautions.

To illustrate the ideaof process mining, consider the workflow log from Table 1. In this
example, there ae seven cases that have been processed and twelve exeauted tasks. We can
notice the following: for eat case, the exeaution starts with task A and endswith task L, if C
is exeauted, then E is exeauted. Also, sometimes we seetask H and | after G and H before G.
Using the information shown in Table 1, we can discover the processmodel shown in Figure
1. We represent the model using Petri nets [1]. The Petri net model starts with task A and
finishes with task L. After exeauting A, either task B or task F can be exeauted. If task F is
exeauted, tasks H and G can be exeauted in parallel.



Table 1. An example of aworkflow log

Case number Exeauted tasks

Case 1l AFGHIKL
Case?2 ABCEJL
Case 3 AFHGIKL
Case 4 AFGIHKL
Case 5 ABCEJL
Case 6 ABDJL

Case 7 ABCEJL

Fig. 1. A processmodel for the log shown in Table 1

A pardlel exeaution of tasks H and G means that they can appea in any order.

The ideaof discovering models from processlogs was previoudly investigated in contexts
such as ftware engineaing processes and workflow management [2-9]. Cook and Wolf
propose three methods for processdiscovery in case of software enginea processes. a finite
state-machine method, a neural network and a Markov approach [3]. Their methods focus on
sequential processes. Also, they have provided some spedfic metrics for detedion of concur-
rent processs, like entropy, event type counts, periodicity and causdlity [4]. Herbst and
Karagiannis used a hidden Markov model in the @ntext of workflow management, in the cae
of sequential processes [6,8,9] and concurrent processes [7]. In the works mentioned, the
focus was on identifying the dependency relations between events. In [10], a technique for
discovering the underlying processfrom hospital datais presented, under the assumption that
the workflow log does not contain any noisy data. A heuristic method that can handle noiseis
presented in [11]; however, in some situations, the used metric is not robust enough for dis-
covering the complete process

In this paper, the problem of processdiscovery from processlogsis defined as: (i) for eah
task, find its dired successor task(s), (ii) in the presence of noise and (iii) when the log is
incomplete. Knowing the dired successors, a Petri net model can be cnstructed, but we do
not addressthis subjed in the present paper, thisisaue is presented elsewhere [10, 11].

It is redistic to asaume that workflow logs contain noise. Different situations can lead to
noisy logs, like input errors or mising information (for example, in a hospital environment, a
patient started a treament into hospital X and continues it in the hospital Y; in the workflow
log of hospital Y we cainot seethe treament adiviti es that occurred in hospital X).

The novelty of the present approach resides in the fad that we use aglobal leaning ap-
proach, namely we develop alogistic regresson model and we find a threshold value that can
be used to deted dired successors. As basic material, we use the “dependency/frequency
tables’, asin[11]. In addition to the “causality metric” that indicates the strength of the caisal
relation between two events used in [11], we introducetwo ather metrics.

The ontent of this paper is organized as follows: in Sedion 2 we introduce the two new
metrics that we use to determine the “dired succesor” relationship and we recdl the “causal-
ity metric” introduced in [11]. The data we use to develop the logistic regresson model is
presented in Sedion 3. Sedion 4 presents the description of the logistic regresson model and
two dfferent performance test experiments are presented. The paper concludes with a discus-
sion of limitations of the aurrent method and addresses future research isues.



2 Succession and direct succession

In this section we discuss some issues relating the notion of succession and we define the
concept of direct succession. Furthermore, we describe three succession metrics that we used
to determine the direct succession relationship. At the end of this section we give an example
of dependency/frequency table, with the corresponding values of the three metrics.

2.1 Thesuccession and direct succession relations

Before introducing the definitions of succession and direct succession relations, we have to
define formally the notion of workflow log and workflow trace.

Definition 1: (Workflow trace, Workflow log) Let T be a set of tasks. 8T is a workflow
trace ad WT is aworkflow log. We denote with #L the court of all traces 8.

An example of aworkflow log is givenin Table 1. A workflow tracefor case 1iSAFG H |
K L. For the same workflow log from Table 1, #L = 7.

Definition 2: (Swccesson relation) Let W be aworkflow log over T, i.e. WOT . Let A, BOT .

Then:

* B succeals A (notation A>,B) if and only if thereisatraced = tit,..t,, and i 0 {1,...,
n-2} such that W and t=a and t;,=h.
Inthelog from Table 1, A > F, F>y G, B > C, H >, G, €tc.

¢ we denote (A>B) = m, m=0, where mis the number of cases for which the relation A>,,B
holds. For example, if for the log W, the relation A>,,B holds 100 times and the relation
B>A holds only 10 times, then (A>B) = 100and (B>A) = 10.

Definition 3: (Direa successon relation) Let W be aworkflow log over T, i.e. WOT and A,
BLJT . Then B diredly succeals A (notation A - yB) if either:
1. (A>B)>0and(B>A)=0
or
2. (A>B)>0and (B>A) > 0and (A>B) - (B>A) 2 0), 0 > 0.

Let us consider again the Petri net from Figure 1. A pair of two events can be in threepos-
sible situations and subsequently the relations between the events are:
a) if events C and E arein sequence, i.e. (C>E) > 0 and (E>C) = 0, then C>yE and C - E.
b) if there is a choice between events B and F, i.e. (B>F) = 0 and (F>B) = 0, then B F,

F#wB,B 4 wF F 4 wB.
c) if events G and H are in pardldl, i.e. (G>H) > 0 and (H>G) > 0, then G>yH, H>,G,

G+ wH,H+L WG

The first condition from Definition 3 says that if for a given workflow log W, only B suc-
ceals A and A never succeels B, then thereisa dired successon between A and B. This will
holds if there is no noise in W. However, if there is noise, we have to consider the second
condition for dired successon, becaise both (A>B) > 0 and (B>A) > 0. The problem is to
distinguish between a situation when (i) A and B are occurring in parallel and (i) when A and
B areredly in a dired successon relation, but there is noise. In the rest of the paper we de-
scribe the methoddogy of finding the threshold value o.

In order to find the threshold value g, we use three metrics of the successon relation,
which are described in the next subsedion.



2.2 Thelocal metric (LM), global metric (GM) and causality metric (CM)

The local metric LM. Considering tasks A and B, the local metric LM is expressing the
tendency of succession relation by comparing the magnitude of (A>B) versus (B>A).

The idea of LM measure presented below is borrowed from statistics and it is used to calcu-
late the confidence intervals for errors.

LM =P-1.96 /P(l_P), p:(A>B), N=(A>B)+(B>A).
N+1 N+1

We are interested to know with a probability of 95% the likelihood of succession, by com-
paring the magnitude of (A>B) versus (B>A). For example, if (A>B)=30, (B>A)=1 and
(A>C)=60, (C>A)=2, which is the most likely successor of A: B or C? Although both ratios
(A>B)/(B>A) and (A>C)/(C>A) equa 30, C is more likely than B to be the successor of A.
Our measure givesin case of A and B avaue of LM=0.85 and in case of A and C avalue of
LM=0.90, which isin line with our intuition.

Let us now consider again the examples from Figure 1. If we suppose that the number of
lines in the log #L=1000, we can have three situations. (i) (C>E)=1000, (E>C)=0, LM=
0.997; (ii) (H>G)=600, (G>H)=400, LM=0.569; (iii) (F>B)=0, (B>F)=0, LM=0. In the se-
guential case (i), because always E succeeds C, LM=1. When H and G arein paralel, in case
(i), LM=0.569, thus a value much smaller than 1. In the case of choice between F and B, in
case (iii), LM=0. In general, we can conclude that LM can have a value (i) close to 1 when
thereis a clear tendency of succession between X and Y, (ii) in the neighborhood of 0.5 when
there is both a succession between X and Y and between Y and X, but a clear tendency can-
not be identified and (iii) zero when there is no succession relation between X and Y.

The global metric GM. The previous measure LM was expressing the tendency of succes-
sion by comparing the magnitude of (A>B) versus (B>A) at alocal level. Let us consider that
the number of traces in our log #L=1000, the frequency of events #A=1000, #B=1000 and
#C=1000. We aso know that (A>B)=900, (B>A)=0 and (A>C)=50 and (C>A)=0. The ques-
tion is who is the most likely successor of A: B or C? For B, LM=0.996 and for C,
LM=0.942, so we can conclude that they can be both considered as successors. However, one
can argue that C succeeds A not as frequently, thus B should be considered a more likely
successor. Therefore, we build the GM measure presented below.

GM =((A>B)-(B> A))#—L.
#A#B
Applying the formula above, we obtain for B as direct successor a value of GM=0.90, while
for C, GM=0.05, thus B is more likely to directly succeeds A. In conclusion, for determining
the likelihood of succession between two events A and B, the GM metric is indeed a global
metric because it takes into account the overall frequency of events A and B, while the LM
metric is alocal metric because it compares the magnitude of (B>A) with (A>B).

The causality metric CM. The causality metric CM was first introduced in [11]. If for a
given workflow log when task A occurs, shortly later task B also occurs, it is possible that
task A causes the occurrence of task B. The CM metric is computed as following: if task B
occurs after task A and n is the number of events between A and B, then CM is incremented
with afactor (6)", where dis a causality factor, d1[0.0,1.0]. We set 5=0.8. The contribution to
CM is maximal 1, if task B appears right after task A and then n=0. Conversely, if task A
occurs after task B, CM is decreased with (9)". After processing the whole log, CM is divided
by the minimum between the overall frequency of A and the overall frequency of B.




2.3 Thedependency/frequency table

The starting point of our method is the cnstruction of a so-cdled dependency/frequency
(D/F) table from the workflow log information. An excerpt from the D/F table for the Petri
net presented in Figure 1 is siown in Table 2. The information contained in the D/F table ae:
(i) the identifier for task A and B, (ii) the overall frequency of task A (#A), (iii) the overall
frequency of task B (#B), (iv) the frequency of task B diredly succealed by another task A
(B>A), (v) the frequency of task A direaly succealed by another task B (A>B), (vi) the fre-
quency of B diredly or indiredly succealed by another task A, but before the next appea-
ance of B (B>>>A), (vii) the frequency of A diredly or indiredly succealed by another task
B, but before the next appeaance of A (A>>>B), (viii) the locd metric LM, (ix) the global
metric GM and (X) the caisality metric CM. The last column (DS) from Table 2 is discussd
in the next sedion.

Table 2. Example of D/F table with drea successon (DS column) information. “T” means that task B
isadirea succesor of task a, while “F’ meansthat B isnot adired successor of A

AB #A #B (B>A) (A>B) (B>>>A) (A>>>B) LM GM CM DS
ba 536 1000 536 O 536 0 000 -10 -10 F
bb 536 536 0 0 0 0 000 000 000 F
bd 536 279 0 279 0 279 099 186 100 T
bj 536 536 0 0 0 536 000 000 072 F
bl 536 1000 O 0 0 536 000 000 057 F
bc 536 257 0 257 0 257 099 186 100 T
be 536 257 0 0 0 257 000 000 080 F

3 Datageneration

For developing a model that will be used to dedde when two events are in dired succes-
sion relation, we need to generate training data that resemble red workflow logs. Our data
generation procedure ansists on combinations of the following four possble dements that
can vary from workflow to workflow and subsequently affed the workflow log:

« number of event types: we generate Petri netswith 12, 22, 32 and 42event types.

e amount of information in the workflow log: the anount of information is expressed by
varying the number of traces (one traceor line adualy represents the processng of one cae)
starting with 100Q 2000 300Q etc. and end with 10000traces.

e amount of noise: we generate noise performing four different operations, (a) delete the
head of a event sequence, (b) delete the tail of a sequence, (c) delete apart of the body and
(d) interchange two random chosen events. During the noise generation process minimal one
event and maximal one third of the sequenceis deleted. We generate threelevels of noise: 0%
noise (the common workflow log), 5% noise and 10% (we seled 5% and respedively 10% of
the original event sequences and we gply one of the four above described noise generation
operations).

« unbalance in AND/OR splits: in Figure 1, after exeauting the event A, which is an OR-
split, it is possble to exist an unkalance between exeauting tasks B and F. For example, 80%



of cases will exeaute task B and orly 20% will exeaute task F. We progressvely produced
unbalance 4d different levels.

For ead log that resulted from all possble combinations of the four elements mentioned
before we produce aD/F table. In the D/F table anew field is added (the DS column) which
recrds if there is a dired successon relationship between events A and B or not
(True/False). An example of the D/F table with dired successon information is gown in
Table 2. All D/F tables are mncatenated into one unique and large final D/F/DS table that
will be used to build the logistic regresson model.

4 Thelogistic regression model

We have to develop a model that can be used to determine when two events A and B arein a
dired successon relationship. The ideais to combine the three metrics described ealier and
to find a threshold value o over which two events A and B can be mnsidered to be in the
dired successon relationship. In this sdion we develop a logistic regresson model and we
perform some validation tests.

The logistic regresgon estimates the probability of a cetain dichotomic charaderistic to
occur. We want to predict whether “events A and B are in a dired successon relationship”,
that can be True/False. Therefore, we set as dependent variable the DS field from the D/F/DS
file. The independent variables are the threemetrics that we built ealier, i.e. the global metric
GM, the locd metric LM and the caisality metric CM. In conclusion, we want to oltain a
model that, given a cetain combination of LM, GM and CM values for two events A and B,
to predict the probability rTof A and B beingin the dired succesgon relationship.

The form of the logistic regresgon islog( 77(1-7) ) = By + By*LM + B,*GM + B;*CM,
where the ratio 77(1-7) represents the odds. For example, if the propartion of dired succes
sorsis 0.2, the odds equal 0.25 (0.2/0.8=0.25). The significance of individua logistic regres-
sion coefficients B; is given by the Wald statistics which indicaes sgnificance in our model;
that means that al independent variables have asignificant effed on dired successon pre-
dictability (Wald tests the null hypothesis that a particular coefficient B; is zero). The model
goodhess of fit test is a Chi-sguare function that tests the null hypaothesis that none of the
independents are linealy related to the log odds of the dependent. It has a vaue of
108262186, at probability p<.000, inferring that at least one of the population coefficients
differsfrom zero. The wefficients of the logistic regresson model are shown in Table 3.

Table 3. Logistic analysis simmary of three successon predictors of dired successon relation. The
discrete dependent variable DS measures the question “are events A and B in adired successonrela
tionship?”; ** means sgnificant at p<0.01

Variables in the Equa B wald df Sig** Exp(B)
tion*

LM 6.376 2422070 1 .000 587.389
GM 4.324 920638 1 .000 75.507
CM 8.654 4490230 1 .000 5735643
Constant -8.280 4561956 1 .000 .000

Using the B, coefficients from Table 5, we can write the following expresson LR from Eq. 1:



LR = -8.280 + 6.376* LM+ 4.324* GM+ 8.654* CM (€]
Then the estimated probabilityf[can be cdculated with the following formula (Eq.2):
m=eR/1+er). @)

The influenceof LM, GM and CM can be deteded by looking at column Exp(B) in Table
3. For example, when CM increases one unit, the odds that the dependent =1 increase by a
fador of ~5736 when the others variables are cntrolled. Comparing between GM, LM and
CM, we can noticethat CM is the most important variable in the model.

Inspeding the crred and incorred estimates we can assessthe model performance. Our
model predicts the T value of DS in 951% of cases and the F value of DS in 992% cases.
These values for corred/incorred estimates are obtained at a auit value of 0.8, i.e. are curnted
as corred estimates those values that exceeal 0.8. We set the aut value & 0.8, because we ae
interested in knaving the dassficaion score when the estimated probability ishigh. Because
95% of the events which are in dred successon relationship are @rredly predicted by the
model, we mnclude that we can set the threshold o = 0.8. That means that we will accept that
there is a dired succesor relationship between events A and B, if the estimated probability
would exceal 0.8. The following step isto test the model performance ontest material.

Model testing. We describe two dfferent type of tests: (i) k-fold crossvalidation ontest
material extraded from the leaning material and (ii) model ched on a mmpletely new test
material.

K-fold cross-validation (k-fold cv) is a model evaluation method that can be used to see
how well a model will generalizes to new data of the same type & the training data. The data
set is divided into k subsets. Each time, one of the k subsets is used as the test set and the
other k-1 subsets are put together to form a training set. Then the arerage aror aadossall k
trials is computed. Every data point gets to be in a test set exadly once, and getsto bein a
training set k-1 times. The variance of the resulting estimate is reduced as k is increased. We
take k=10. The results of our 10-fold cv gives for the 10 training sets an average performance
of 95.1 and for the 10 testing sets an average performance of 94.9, so we can conclude that
our model will perform goodin case of new data.

In order to test the model performance on completely new data, we build a new more com-
plex Petri net with 33 event types. This new PN has 6 OR-splits, 3 AND-splits and three
loops (our training material contains Petri nets with at most one loop). We wnsider three
Petri nets with threedifferent levels of unbalance and using the formula from Eq. 2, we pre-
dict the probability of dired successon for the Petri net. For these three Petri nets, we
counted the number of dired successors corredly found with our method. The average of
dired successors that were @rredly found is 94.3. Therefore we can conclude that even in
case of completely new data, i.e. a workflow log generated by a more complex Petri net, the
method has a good performance of determining the dired successors.

5 Conclusions and futuredirections

Using the presented method, we developed a model that estimates the probability that two
events A and B are in the dired succesr relation. The model performanceis good i.e. 95%
of the original direa succesgon relations were found However, it isinteresting to investigate
what is the reason that the rest of 5% dired conredions were not discovered. Inspeding



these caes, we natice that athough letween event A and B there is a dired successon rela
tion, the value of (A>B) is too small, and subsequently, the values for al three metrics are
also small. To ill ustrate such a situation, insped Figure 1. If we suppcse that event H is al-
ways processd in 1 time unit, event G in 3time units and | in 2 time units and H always
finishes its exeaution before | starts, then we will always eethe sequence “AFHGIKL” and
never the sequence “AFGIHKL”. AlthoughK is the dired successor of H, the method will
not find the cnredion ketween H and K.

In conclusion, we presented a global leaning method that uses information contained in
workflow logs to discover the dired successor relations between events. The method is able
to find amost al dired connedions in the presence of parallelism, noise and an incomplete
log. Also, we tested our model on aworkflow log generated by a more complex Petri net than
the learning material, resulting in a performance dose to that of the first experiment.

We plan to dofuture reseach in several diredions. First, becaise in many applicaions, the
workflow log contains a timestamp for ead event, we want to use this additional information
to improve our model. Secnd, we want to provide amethod to determine the relations be-
tween the dired succesors and finally to construct the Petri net.
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