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Abstract. Enterprise information systems support and control opera-
tional business processes ranging from simple internal back-office pro-
cesses to complex interorganizational processes. Technologies such as
WorkflowManagement (WFM), Enterprise Application Integration (EAI),
Enterprise Resource Planning (ERP), and Web Services (WS) typically
focus on the realization of IT support rather than monitoring the opera-
tional business processes. Process mining aims at extracting information
from event logs to capture the business process as it is being executed.
In this paper, we try to put the topic of process mining into context,
discuss the main issues around process mining, and finally we introduce
the papers in this special issue.
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1 Introduction

During the last decade explicit process concepts (e.g., workflow models) [2, 4,
17, 30, 32, 33, 36, 57] have been applied in many enterprise information systems.
These concepts are also playing a major role in cross-organizational processes,
cf. the work on web services composition languages such as BPEL4WS and
BPML [13, 9]. Workflow Management (WFM) systems such as Staffware, IBM
MQSeries, COSA, etc. offer generic modeling and enactment capabilities for
structured business processes. By making graphical process definitions, i.e., mod-
els describing the life-cycle of a typical case (process instance) in isolation, one
can configure these systems to support business processes. Besides pure WFM
systems many other software systems use explicit process models. Consider for
example ERP (Enterprise Resource Planning) systems such as SAP, PeopleSoft,
Baan and Oracle, CRM (Customer Relationship Management) software, etc.
Although enterprise information systems are increasingly “process aware” and
there are generic languages and tools (e.g., WFM languages and systems), little
attention is devoted to process monitoring and improvement. Note that typically
WFM systems do not provide functionality to diagnose the running workflow.

The strong focus on process automation and little attention to issues like
flexibility and diagnosis, resulted in many failures. For example, many workflow
projects failed. As a result, e.g., workflow vendors are broadening their scope.



Currently, many workflow vendors are positioning their systems as BPM (Busi-
ness Process Management) systems. Gartner expects the BPM market to grow
and also identifies Business Process Analysis (BPA) as an important aspect [18].
It is expected that the BPA market will continue to grow. Note that BPA covers
aspects neglected by traditional workflow products (e.g., diagnosis, simulation,
etc.). Business Activity Monitoring (BAM) is one of the emerging areas in BPA.
The goal of BAM tools is to use data logged by the information system to di-
agnose the operational processes. An example is the ARIS Process Performance
Manager (PPM) of IDS Scheer [29]. ARIS PPM extracts information from audit
trails (i.e., information logged during the execution of cases) and displays this
information in a graphical way (e.g., flow times, bottlenecks, utilization, etc.).
The trend to focus more on BPA and BAM is not limited to WFM systems. For
example, ERP systems are offering so-called Business Intelligence (BI) tools.
For example, SAP states that “Business Intelligence integrates all your corpo-
rate information so you can turn information into insight, insight into action,
and action into improved business operations.”.

Buzzwords like BPA, BAM, and BI illustrate the desire to offer tools to mon-
itor operational business processes. Process mining can be seen as a technology
to contribute to this. The goal of process mining is to extract an explicit pro-
cess model from event logs, i.e., the challenge to create a process model given
a log with events such that the model is consistent with the observed dynamic
behavior. Note that this is not limited to performance data, i.e., a process is
more than its average flow time. Process mining also focuses on causal relations
between activities.

Process mining generates a number of scientific and practical challenges (e.g.,
which processes can be discovered and how much data is needed to provide
useful information). In this paper, we discuss some of these challenges. First, we
define process mining using an example. Then, we review existing literature in
this domain. Section 4 highlights the main challenges. Section 5 discusses the
spectrum of solution approaches. Finally, Section 6 briefly discusses the papers
in this special issue, and Section 7 concludes the paper.

2 Process mining

Instead of starting with a process design, process mining starts by gathering in-
formation about the processes as they take place. We assume that it is possible to
record events such that we have information about the order in which the events
of a case are executed. Any information system using transactional systems such
as ERP, CRM, B2B, SCM and WFM systems will offer this information in some
form. Note that we do not assume the presence of a WFM system. The only as-
sumption we make, is that it is possible to collect a process log with data about
the order the events take place. This process log is used to construct a process
specification, which adequately models the behavior registered. We use the term
process mining for the method of distilling a structured process description from
a set of real executions. In recent years we have developed techniques for process



mining and have evaluated these techniques in different domains.

To illustrate the principle of process mining,case identifier task identifier
case 1 task A
case 2 task A
case 3 task A
case 3 task B
case 1 task B
case 1 task C
case 2 task C
case 4 task A
case 2 task B
case 2 task D
case 5 task E
case 4 task C
case 1 task D
case 3 task C
case 3 task D
case 4 task B
case 5 task F
case 4 task D

Table 1. A process log.

we consider the process log shown in Table 1.
This log contains information about five cases
(i.e., process instances). The log shows that for
four cases (1,2,3, and 4) the tasks A, B, C, and
D have been executed. For the fifth case only
two different tasks are executed: tasks E and F.
If task B is executed, then also task C is exe-
cuted. However, for some cases task C is exe-
cuted before task B. Based on the information
shown in Table 1 and by making some assump-
tions about the completeness of the log (i.e., as-
suming that the cases are representative and a
sufficient large subset of possible behaviors is
observed) we can deduce for example the pro-
cess model shown in Figure 1. The model is rep-
resented in terms of a Petri net [46]. The Petri
net can start with task A and finish with task
D. These tasks are represented by transitions.
After executing A tasks B and C are in parallel.
Note that for this example we assume that two
tasks are in parallel if they appear in any other.

By distinguishing between start events and end events for tasks it is possible
to explicitly detect parallelism. Instead of starting with A the process can also
start with E. Task E is always followed by task F.

A

B

C

D

E F

Fig. 1. A process model corresponding to the process log.

Table 1 contains the minimal information we assume to be present. In many
applications, the process log contains a timestamp for each event and this in-
formation can be used to extract additional causality information. Moreover, we



also investigate the relation between attributes of the case and the actual route
taken by a particular case. For example, when handing traffic violations: Is the
make of a car relevant for the routing of the corresponding traffic violations?
(E.g., People driving a Ferrari always pay their fines in time.)

For this simple example, it is quite simple to construct a process model that is
able to regenerate the process log. For larger process models this is much more
difficult. For example, if the model exhibits alternative and parallel routing, then
the process log will typically not contain all possible combinations. Consider 10
tasks which can be executed in parallel. The total number of interleavings is
10! = 3628800. It is not realistic that each interleaving is present in the log.
Moreover, certain paths through the process model may have a low probability
and therefore remain undetected. Noisy data (i.e., errors in the log) can further
complicate matters. These are just some of the problems we that we need to face
in this project.

3 Literature on process mining

The idea of process mining is not new [7, 10–12, 23–28, 37–39, 48–52, 54–56]. Cook
and Wolf have investigated similar issues in the context of software engineering
processes. In [10] they describe three methods for process discovery: one using
neural networks, one using a purely algorithmic approach, and one Markovian
approach. The authors consider the latter two the most promising approaches.
The purely algorithmic approach builds a finite state machine where states are
fused if their futures (in terms of possible behavior in the next k steps) are
identical. The Markovian approach uses a mixture of algorithmic and statisti-
cal methods and is able to deal with noise. Note that the results presented in
[10] are limited to sequential behavior. Related, but in a different domain, is
the work presented in [34, 35] also using a Markovian approach restricted to
sequential processes. Cook and Wolf extend their work to concurrent processes
in [11]. They propose specific metrics (entropy, event type counts, periodicity,
and causality) and use these metrics to discover models out of event streams.
However, they do not provide an approach to generate explicit process models.
In [12] Cook and Wolf provide a measure to quantify discrepancies between a
process model and the actual behavior as registered using event-based data. The
idea of applying process mining in the context of workflow management was first
introduced in [7]. This work is based on workflow graphs, which are inspired by
workflow products such as IBM MQSeries workflow (formerly known as Flow-
mark) and InConcert. In this paper, two problems are defined. The first problem
is to find a workflow graph generating events appearing in a given workflow log.
The second problem is to find the definitions of edge conditions. A concrete
algorithm is given for tackling the first problem. The approach is quite differ-
ent from other approaches: Because the nature of workflow graphs there is no
need to identify the nature (AND or OR) of joins and splits. As shown in [31],
workflow graphs use true and false tokens which do not allow for cyclic graphs.



Nevertheless, [7] partially deals with iteration by enumerating all occurrences
of a given task and then folding the graph. However, the resulting conformal
graph is not a complete model. In [39], a tool based on these algorithms is pre-
sented. Schimm [48, 49, 52] has developed a mining tool suitable for discovering
hierarchically structured workflow processes. This requires all splits and joins to
be balanced. Herbst and Karagiannis also address the issue of process mining
in the context of workflow management [25, 23, 24, 27, 28, 26] using an inductive
approach. The work presented in [26, 28] is limited to sequential models. The
approach described in [25, 23, 24, 27] also allows for concurrency. It uses stochas-
tic task graphs as an intermediate representation and it generates a workflow
model described in the ADONIS modeling language. In the induction step task
nodes are merged and split in order to discover the underlying process. A no-
table difference with other approaches is that the same task can appear multiple
times in the workflow model, i.e., the approach allows for duplicate tasks. The
graph generation technique is similar to the approach of [7, 39]. The nature of
splits and joins (i.e., AND or OR) is discovered in the transformation step, where
the stochastic task graph is transformed into an ADONIS workflow model with
block-structured splits and joins. In contrast to the previous papers, the follow-
ing papers are characterized by the focus on workflow processes with concurrent
behavior (rather than adding ad-hoc mechanisms to capture parallelism). In
[54–56] a heuristic approach using rather simple metrics is used to construct
so-called “dependency/frequency tables” and “dependency/frequency graphs”.
In [37] another variant of this technique is presented using examples from the
health-care domain. The preliminary results presented in [37, 54–56] only pro-
vide heuristics and focus on issues such as noise. The approach described in [6]
differs from these approaches in the sense that for the α algorithm it is proven
that for certain subclasses it is possible to find the right workflow model. In [3]
the EMiT tool is presented which uses an extended version of α algorithm to
incorporate timing information.

Process mining can be seen as a tool in the context of Business (Process)
Intelligence (BPI). In [22, 47] a BPI toolset on top of HP’s Process Manager is
described. The BPI tools set includes a so-called “BPI Process Mining Engine”.
However, this engine does not provide any techniques as discussed before. Instead
it uses generic mining tools such as SAS Enterprise Miner for the generation of
decision trees relating attributes of cases to information about execution paths
(e.g., duration). In order to do workflow mining it is convenient to have a so-
called “process data warehouse” to store audit trails. Such as data warehouse
simplifies and speeds up the queries needed to derive causal relations. In [15,
41–43] the design of such warehouse and related issues are discussed in the
context of workflow logs. Moreover, [43] describes the PISA tool which can be
used to extract performance metrics from workflow logs. Similar diagnostics are
provided by the ARIS Process Performance Manager (PPM) [29]. The later tool
is commercially available and a customized version of PPM is the Staffware
Process Monitor (SPM) [53] which is tailored towards mining Staffware logs.
Note that none of the latter tools is extracting the process model. The main



focus is on clustering and performance analysis rather than causal relations as
in [7, 10–12, 23–28, 37–39, 48–52, 54–56].

More from a theoretical point of view, the rediscovery problem discussed in
this paper is related to the work discussed in [8, 20, 21, 45]. In these papers the
limits of inductive inference are explored. For example, in [21] it is shown that
the computational problem of finding a minimum finite-state acceptor compati-
ble with given data is NP-hard. Several of the more generic concepts discussed
in these papers could be translated to the domain of process mining. It is pos-
sible to interpret the problem described in this paper as an inductive inference
problem specified in terms of rules, a hypothesis space, examples, and criteria
for successful inference. The comparison with literature in this domain raises
interesting questions for process mining, e.g., how to deal with negative exam-
ples (i.e., suppose that besides log W there is a log V of traces that are not
possible, e.g., added by a domain expert). However, despite the many relations
with the work described in [8, 20, 21, 45] there are also many differences, e.g., we
are mining at the net level rather than sequential or lower level representations
(e.g., Markov chains, finite state machines, or regular expressions).

There is a long tradition of theoretical work dealing with the problem of
inferring grammars out of examples: given a number of sentences (traces) out
of a language, find the simplest model that can generate these sentences. There
is a strong analogy with the process-mining problem: given a number of pro-
cess traces, can we find the simplest process model that can generate these
traces. Many issues important in the language-learning domain are also relevant
for process mining (i.e. learning from only positive examples, how to deal with
noise, measuring the quality of a model, etc.). However, an important differ-
ence between the grammar inference domain and the process-mining domain is
the problem of concurrency in the traces: concurrency seems not relevant in the
grammar inference domain. In spite of this important difference, it seems usefully
to investigate which theoretical results, measurements, and mining techniques
can be used or updated so that they become useful in process mining. A good
overview of prominent computational approaches for learning different classes
of formal languages is given in [44] and a special issue of the machine learning
journal about this subject [?].

Additional related work is the seminal work on regions [16]. This work in-
vestigates which transition systems can be represented by (compact) Petri nets
(i.e., the so-called synthesis problem). Although the setting is different and our
notion of completeness is much weaker than knowing the transition system, there
are related problems such as duplicate transitions, etc.

For more information on existing research, we also refer to [5] for a survey.

4 Challenging problems

Process mining raises a number of interesting scientific questions. As indicated
in the previous section, some of these questions have been answered while others
require further research. Therefore, we review the most challenging problems.



4.1 Mining hidden tasks

One of the basic assumptions of process mining is that each event (i.e., the
occurrence of a task for a specific case) is registered in the log. Clearly, it is not
possible to find information about tasks that are not recorded. However, given a
specific language it is possible to register that there is a so-called “hidden task”.
Consider, for example, that in Table 1 the events referring to task A are removed.
Although the log does not reveal task A it is clear that there has to be an AND-
split if we assume tasks B and C to be in parallel. Similarly, we can detect that
there has to be an AND-join if we remove all events referring to task D from
the log. Suppose that both A and D are removed from Table 1. In this case it
is still possible to automatically construct a process model similar Figure 1 (see
Figure 2). However, for more complicated processes it is more difficult to add
these “hidden tasks”, and thus posing a interesting problem also related to issues
such as observable behavior and (branching) bisimulation [19].

B

C

E F

AND-split AND-join

Fig. 2. A process model with two hidden tasks.

4.2 Mining duplicate tasks

The problem of duplicate tasks refers to the situation that one can have a process
model (e.g., a Petri net) with two nodes referring to the same task. Suppose
that in Table 1 and Figure 1 task E is renamed to B (see Figure 3). Clearly,
the modified log could be the result of the modified process model. However, it
becomes very difficult to automatically construct a process model from Table 1
with E renamed to B because it is not possible to distinguish the“B” in case 5
from the “B’s” in the other cases. Note that the presence of duplicate tasks is
related to hidden tasks. Many processes with hidden tasks but with no duplicate
tasks can be modified into equivalent processes with duplicate tasks but with no
hidden tasks.

4.3 Mining non-free-choice constructs

Free-choice Petri nets are Petri nets where there are no two transitions consuming
from the same input place but where one has an input place which is not an
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Fig. 3. A process model with duplicate tasks.

input place of the other [14]. This excludes the possibility to merge choice and
synchronization into one construct. Free-choice Petri nets are a well-known and
widely used subclass of Petri nets. However, many processes cannot be expressed
in terms of a free-choice net. Unfortunately, most of the mining techniques (also
those that are not using Petri nets) assume process models corresponding to the
class of free-choice nets. Non-free-choice constructs are difficult to model since
they represent “controlled choices”, i.e., the choice between two tasks is not
determined inside some node in the process model but may depend on choices
made in other parts of the process model. Clearly, such non-local behavior is
difficult to mine and may require many observations.

A

C

D

B E

Fig. 4. A process model with a non-free-choice construct.

Figure 1 is free-choice since synchronization (task D) is separated from the
choice between A and E. Figure 4 shows a non-free-choice construct. After exe-
cuting task C there is a choice between task D and task E. However, the choice
between D and E is “controlled” by the earlier choice between A and B. Note
that tasks D and E are involved in a choice but also synchronize two flows.
Clearly such constructs are difficult to mine since the choice is non-local and the
mining algorithm has to “remember” earlier events.

4.4 Mining loops

In a process it may be possible to execute the same task multiple times. If this
happens, this typically refers to a loop in the corresponding model. Figure 5



shows an example with a loop. After executing task B, task C can be executed
arbitrarily many times, i.e., possible event sequences are BD, BCD, BCCD,
BCCCD, etc. Loops like the one involving task C are easy to discover. However,
loops can also be used to jump back to any place in the process. For more complex
processes, mining loops is far from trivial since there are multiple occurrences
of the same task in a given case. Some techniques number each occurrence, e.g.,
B1 C1 C2 C3 D1 denotes BCCCD. These occurrences are then mapped onto a
single task.

A

C

A

B D

Fig. 5. A process model with a loop.

As illustrated by Figure 5 there is a relation between loops and duplicate
tasks. In Figure 5 task A is executed multiple times (i.e., twice) but is not
in a loop. Many mining techniques make some assumptions about loops which
restricts the class of processes that can be mined correctly.

4.5 Using time

Table 1 shows the minimal information needed to conduct some form of process
mining. Each line corresponds to an event (i.e., the execution of a task for a
specific case). In many cases, the log also contains time information, i.e., each
event has a timestamp. To model the duration of the execution of a task one
can log start events and end events. By comparing the difference between the
timestamp of a start event and the timestamp of the corresponding end event
it is possible the determine the processing time. The timing information can be
used for two purposes: (1) adding time information to the process model and (2)
improve the quality of the discovered process model.

It is relatively easy to augment a process model with time information. An
approach is to first mine the process model while ignoring the timestamps and
then “replay” the log in the process model. By replaying the log, it is easy
to calculate (average, variance, minimum, and maximum) flow times, waiting
times, and processing times [3]. One complication may be that for some cases,
the discovered process model may not fit. This information may be used to
modify the process model (e.g., modify the resulting model directly, clean the
log, or add knowledge and rerun the mining algorithm).



Using timing information to improve the quality of the log is more involved.
For example, if two events occur within a short time interval, it is likely that
there is some causal relation. A notion of “time distance” could be used in the
mining algorithms. However, the added value of this is not clear yet. In fact, as
far as we know, no work has been done on this.

4.6 Mining different perspectives

The dominant perspective of process mining is the so-called control-flow per-
spective. The essence of this perspective is the ordering of tasks. As indicated,
the control-flow perspective can be extended to include timing information (i.e.,
events have timestamps). However, in addition to the control-flow perspective
one could also consider: the organization perspective, the information perspec-
tive, and the application perspective. In the organization perspective, the organi-
zational structure and the population are specified. The organizational structure
describes relations between roles (resource classes based on functional aspects)
and groups (resource classes based on organizational aspects), and other arti-
facts clarifying organizational issues (e.g., responsibility, availability). Resources,
ranging from humans to devices, form the organizational population and are al-
located to roles and groups. The information perspective deals with control and
production data. Control data are data introduced solely for process manage-
ment purposes, e.g., variables introduced for routing purposes. Production data
are information objects (e.g., documents, forms, and tables) whose existence does
not depend on process management. The application perspective deals with the
applications being used to execute tasks (e.g., the use of a text editor).

In an event log one can find traces of these other perspectives. An event in
the log may give information about the resource (e.g., worker) that executed
the corresponding task. This information can be used to derive knowledge about
the organization perspective (e.g., roles and groups, collaboration structures,
efficiency of cooperation, etc.). For example, process mining could be used to find
that cases that require the cooperation of two specific workers have significantly
longer processing times. The log may also record the “dataflow”, e.g., which
process variables are updated in a given event and what are their values. Such
logs could be used to derive knowledge about the information perspective. It
is particularly interesting to link the information perspective to the control-
flow perspective. For example, is there a correlation between the flow time and
certain process variables (e.g., large orders take more time) or is there a relation
between the routing of a case and its process variables (e.g., cases of customers
located in a specific region typically require several additional checks)? Similarly,
the log could be augmented with information about the applications being used
to derive knowledge about the application perspective. Thus far, most research
efforts have focused on the control-flow perspective. Therefore, it is an interesting
challenge to include the organization perspective, the information perspective,
and/or the application perspective.



4.7 Dealing with noise

Most mining algorithms assume the information to be correct. Although this is a
valid assumption in most situations, the log may contain “noise”, i.e., incorrectly
logged information. For example, it could be that sometimes an event is not
recorded or recorded some time after it actually took place. The mining algorithm
needs to be robust with respect to noise, i.e., causal relations should not be based
on a single observation. In fact, one could argue that the mining algorithm needs
to distinguish exceptions from the “normal flow”. When considering noise, one
often has to determine a threshold value to cut-off exceptional or incorrectly
logged behavior. See [37, 54–56] for some heuristics to deal with noise.

4.8 Dealing with incompleteness

Related to the issue of noise is the notion of incompleteness. A log is incomplete if
it does not contain sufficient information to derive the process. Consider Table 1
and the derived process model shown in Figure 1. Suppose that Figure 1 is a
correct representation of the actual process but that that the route represented
by case 5 is very rare. When mining only a few cases it could be that only cases
similar to cases 1, 2, 3, and 4 are recorded. As a result, the discovered process
model is not correct because tasks E and F are missing. This example may seem
trivial, however, for real-life processes there are easily up to a million possible
paths when allowing for parallel, conditional and iterative routing. Consider for
example Figure 6. Note that in this process there are no choices, i.e., all tasks
are executed only once. However, task B and the sequence of 9 tasks C1, C2,
..., C9 are executed in parallel. As a result there are ten possible routes, i.e.,
even though there are no choices at least 10 cases are needed to derive the
process model shown in Figure 6. In fact, observations where B is executed after
the sequence of 9 tasks C1, C2, ..., C9 may be highly unlikely and perhaps
thousands of logged cases are needed to discover the correct model. If we change
the process in Figure 6 such that tasks C1, C2, ..., C9 are executed in parallel,
then there are 10! = 3628800 possible routes. In this case, the log is likely to
be incomplete and heuristics are needed to tackle this problem. These heuristics
are typically based on Occam’s Razor, i.e., the principle that states ”When you
have two competing theories which make exactly the same predictions, the one
that is simpler is the better.”.

4.9 Gathering data from heterogeneous sources

Today’s enterprise information systems are incredibly complex and typically
composed of a large number of applications/components. Applications typically
support fragments of a process and as a result the information required for
process mining is scattered over the enterprise information system. Therefore, the
step to collect the event log used as input for process mining is far from trivial.
Even within a single product, events may be logged at several levels of parts of
the system. Consider for example an ERP system like SAP: there are dozens
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Fig. 6. A process model where it is difficult to pinpoint the synchronization.

of logs relevant for process mining. One approach is to use a data warehouse
which extract the information from these logs [15]. In [3] a tool independent
XML format is proposed to serve as input format for several tools for process
mining.

4.10 Visualizing results

Another challenge is to present the results of process mining in such as way that
people actually gain insight in the process. Non-trivial management information
should visualized in such a way that it is easy to understand. A typical term used
in this context is “management cockpit” to emphasize the relevance of presenting
the results of process mining. Existing commercial products such as ARIS PPM
[29] focus mainly on performance indicators such as flow time, work in progress,
etc. Visualizing the complete control-flow perspective or the other perspectives
is more difficult and requires further research.

4.11 Delta analysis

Process mining always results in a process model including the control-flow per-
spective and, perhaps, some of the other perspectives. However, there may al-
ready be descriptive or normative models. For example, business consultants
may have modeled the process by hand using a simple diagramming tool or even
a simulation package. Moreover, the configuration of a WFM system requires an
explicit process model and ERP systems are configured on basis of so-called ref-
erence models. Given the fact that there may be descriptive or normative models
made by people, it is interesting to compare these models with the models result-
ing from process mining. Delta analysis is used to compare the two models and
explain the differences. Few techniques are know to detect differences and com-
monalities of process models [1, 12]. Both from a practical point of view and a
scientific point of view, Delta analysis is interesting and deserves more attention.



In this section, we identified a number of domains comprising challenging prob-
lems that remain unsolved (satisfactorily). By tackling these problems, it is pos-
sible to improve the applicability and relevance of process mining.

5 Differences in mining algorithms

In the previous section (Section 4), we reviewed a number of (partly) solved
and unsolved problems related to process mining. In this section we focus on
differences in mining algorithms. There is of course a strong relation between
the mining algorithm and the type of problems that can be successfully handled
by that algorithm. Therefore, if we try to characterize a mining algorithm, we can
start with a enumeration of the types of problems that can be successful handled
by the algorithm at hand (e.g. dealing with noise, incomplete logs, using time,
duplicate tasks, non-free-choice constructs, loops, mining different perspectives,
visualizing the mining results, etc.).

So far it appears almost impossible to use existing data mining techniques
directly (i.e. without some modifications) for process mining (for a an excellent
overview of the key mining algorithms we refer to [40]). That means that most
of the process mining techniques have some very specific properties. In spite of
this, process mining can be seen as a sub-domain of data mining in general.
Many of the characteristics relevant for data mining algorithms appear also
relevant for process mining (e.g. the inductive bias, the local-global dimension,
computational complexity, memory requirement, etc.). Below we will discuss
them in the context of process mining.

Workflow logs can also contain information about the attributes of cases and
the actual route taken by a particular case. Given a process model, traditional
data mining techniques can be used for the mining of decision rules that predict
the routing of a specific case. For this reason the focus during process mining
is on mining the process model, not on the induction of the rules for predicting
the routing of a individual case.

Most workflow logs only contain positive examples and, in case of noise,
perhaps even negative examples without a mark that they are negative. Only
if domain specialists are involved, it is sometimes possible to generate negative
examples (this event-pattern can not appear). It seems that if a process mining
algorithm needs negative examples, the practical application of that algorithm
becomes questionable.

5.1 The inductive bias during process mining algorithm

In data mining, but also in process mining, the mining process can be seen as
searching through a large space of possible models implicitly defined by the lan-
guage we use to represent discovered process models. The goal of this search is
to find the process model that best fits with the data in the workflow log. It is
very important to realize that the choice of the process representation language



strongly influences the mining process. Examples of process model representation
languages are Petri nets, block-oriented process models, and event dependency
models. Some modeling languages are stronger than other modeling languages.
For instance each block-oriented process model can easily be translated in a
Petri-net, the other way around is not always possible. For that reason a Petri-
net is a stronger representation language than block-oriented process models. If
we know nothing about the process we try to mine, it seems attractive to use the
strongest process model representation language available. After all, the choice
for a to weak language will make it impossible to find an appropriate model. But
the choice for the most general representation language has the negative effect
that the size of the search space grows. An enlarged search space (i) makes the
mining technique more sensitive for noise, (ii) needs more data for successful min-
ing, and (iii) has a negative effect on the computational complexity and memory
requirement. The situation is more or less comparable with the situations were
we are searching for the right regression model: if we know that we are looking
for a linear model and we are using linear regression as our modeling technique
(i) a few data examples are appropriate, (ii) the approach is less sensitive for
noise, and (iii) the computing time is shorter then for the non linear case. If we
know in advance witch type of process model we are looking for and we use this
information during the selection of our process model representation language
we have a strong inductive bias. In practice, many process mining algorithms
have a strong inductive bias.

5.2 The local-global dimension

Given the process representation languages of a process mining technique we can
look to the mining process as a search for the most appropriate process out of the
search space of candidate process models. Mining algorithms can use different
strategies to find the most appropriate model. Two extreme strategies can be
distinguished (i) local strategies primarily based on a step by step building of the
optimal process model based on very local information, and (ii) global strategies
primarily based on a one strike search for the optimal model.

Example of a very local strategies are the α-algorithm as presented in [6] and
mining techniques based an Markovian approach. Only very local information
about binary relations between events is used.

An example of a very global search strategy is a genetic search for the optimal
process model. A genetic search starts with a population of complete process
models. Because the quality or fitness of a candidate model is calculated by
comparing the process model with all traces in the workflow log the search
process is very global.

Both approaches have their advantages and disadvantages. General speak-
ing, local strategies are less complex from a computational point of view and
the memory requirement is lower than for global strategies. However, for local
strategy there is no guarantee that the outcome of the locally optimal steps
(at the level of binary event relations) will result in a globally optimal process
model. Hence, the performance of such local mining techniques can be hampered



seriously when the necessary information is not local available. For instance the
α-algorithm mentioned above can not handle the non-free choice constructs as
mentioned in Section 4.3 because the choice between tasks is not determined
inside some node in the process model but may depend on choices made in other
parts of the process model. For a more global technique there is the chance that
non-free-choice construct will be discovered.

In practical situations logs are rarely complete and/or noise free. Then it
becomes important how sensitive an algorithm is for noise: can one erroneous
example completely mess up the derivation of a right model or is the algorithm
robust for noise. Mostly, global strategies are more robust for noise.

In some approaches local and global strategies are combined. First a local
search approach is used. Afterwards a global check is performed on the whole
model and all data in the workflow log. In case of some deficiencies the model is
automatically updated or suggestions are given on how to repair the model.

In this section, we discussed important issues that can be used for the char-
acterization of different process mining techniques. First, we can characterize
algorithms on the basis of the type of problems that can be successfully han-
dled by it. Other dimensions are the inductive bias, the global-local dimensions
and strongly related dimensions as the sensitivity for noise, the amount of data
needed, computational complexity, and memory requirement.

6 In this special issue

In this section we briefly introduce the six papers selected for this special issue on
process mining. The first three papers describe mining systems that result more
or less in complete process models. The fourth paper focuses on the problem of
the detection of concurrent behavior in processes. The result of the mining of
the systems introduced in the last two papers is not a complete process model,
but information about some global properties of the process at hand.

6.1 Workflow Mining with InWoLvE

In the first paper of this special issue on process mining, Joachim Herbst and
Dimitris Karagiannis give an overview of the algorithms that were implemented
within the InWoLvE workflow mining system. InWoLvE solves the workflow min-
ing problem in two steps. In the first step it creates a stochastic activity graph
from the example set and in the second step it transforms this stochastic graph
into a well-defined workflow model. The presented experiments shows that In-
WoLvE is applicable for a wide range of workflow models (i.e. that the inductive
bias is low).

6.2 Mining Exact Models of Concurrent Workflows

The paper of Guido Schimm presents an approach to mine exact workflow models
from workflow logs. The process model representation language is block-oriented.



A process model consists of a arbitrary number of nested building blocks (i.e.
Sequence, Parallel, Alternative, and Loop). The advantage of the use of the block-
oriented representation language is the relation with process algebra (i.e., well
defined semantics, modularity, and extensibility) and the property that resulting
workflow models are always exact (e.g. complete, specific and minimal). The
disadvantage seems the inductive bias of the mining technique.

6.3 Discovering Workflow Models From Activities’ Lifespans

The paper of Shlomit Pinter and Mati Golani is more or less a extension of the
work of Agrawal, Gunopulos, and Leymann [7] with time information. Two new
algorithms for synthesizing (mining) process models out of workflow logs (au-
dit logs) are presented. The model graph generated by each of the algorithms
captures all the executions and dependencies that are present in the log, and
preserves existing parallelism. The algorithms presented in this paper are com-
pared with the algorithm in [7] by running them on simulated data. The authors
claim that the new algorithm outperforms the original one in the sense that the
number of excess and absent edges in the resulting graphs is consistently smaller.

6.4 Discovering Models of Behavior for Concurrent Workflows

The focus of the paper of Jonathan Cook, Zhidian Du, Chongbing Liu, and
Alexander Wolf is on concurrent behavior of processes. The paper presents tech-
niques to discover patterns of concurrent behavior from traces of workflow events.
The techniques are based on a probabilistic analysis of the event traces. Using
metrics for the number, frequency, and regularity of event occurrences, a deter-
mination is made of the likely concurrent behavior manifested by the system.

The focus of the last two papers in this special issue is not on the discovery
of the complete underlying process model out of a workflow log. The goal is to
discover more global properties of the process. For this reason, the inductive bias
for both techniques is low.

6.5 Business Process Intelligence

The paper of Fabio Casati, Malu Castellanos, Umeshwar Dayal, Mehmet Sayal,
and Ming-Chien Shan presents a set of integrated tools (BPI) that supports
business and IT users in managing process execution quality by providing several
features, such as analysis, prediction, monitoring, control, and optimization. The
tool is based on the use of more general data mining techniques to business
processes. Experimental results of the use of the BPI-tool are presented in the
paper.

6.6 Discovery of Temporal Patterns from Process Instances

The paper of San-Yih Hwang, Chih-Ping Wei, and Wan-Shiou Yang focuses on
the discovering frequently occurring temporal patterns and does not assume the



existence of a single process model to which all process instances comply. Discov-
ery of temporal patterns seems sensible in domains with very weak structured
process models. Health care is an example of a domain in which many of the
process models are weak structured and for this reason very difficult to mine for
techniques with a strong inductive bias. In this paper the temporal pattern dis-
covery problem is formally defined and three different temporal pattern discovery
algorithms are evaluated, namely TP-Graph, TP-Itemset and TP-Sequence.

7 Conclusion

This paper introduced the topic of process mining. Using a number of simple
examples, we illustrated the potential of process mining but also the many scien-
tific challenges that need to be addressed. Problems like hidden tasks, duplicate
tasks, non-free-choice constructs, loops, time, noise and lack of completeness
limit the practical application of process mining. This special issue provides in-
sight into the state-of-the-art on process mining at this point in time. We hope
that this will trigger new research efforts to solve some of the open problems.
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