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Abstract. Recently, several large companies have been involved in fi-
nancial scandals related to mismanagement, resulting in financial dam-
ages for their stockholders. In response, certifications and manuals for
best practices of governance were developed, and in some cases, tougher
federal laws were implemented (e.g. the Sarboness Oxley Act). Compa-
nies adhered to these changes adopting the best practices for corporate
governance by deploying Process Aware Information Systems (PAISs) to
automate their business processes. However, these companies demand a
rapid response to strategic changes, so the adoption of normative PAISs
may compromise their competitiveness. On one hand companies need
flexible PAISs for competitiveness reasons. On the other hand flexibility
may compromise security of system because users can execute tasks that
could result into violation of financial loses. In order to re-balance this
trade-off, we present in this work how ProM tools can support anomaly
detection in logs of PAIS. Besides, we present the results of the applica-
tion of our approach with a real case.

Key words: Process mining, anomaly detection, auditing systems

1 Introduction and motivation

Management trends in the early 1990’s largely motivated the adoption of Process
Aware Information Systems (PAISs) by organizations [1]. The use of PAISs il-
lustrates a shift from data to process-oriented systems, which clearly separates
business process logic from application programs, facilitating redesign and exten-
sion of process models. Moreover, legal requirements are also motivating com-
panies to adopt PAISs and follow best practices of governance (e.g. COBIT,
Control Objectives for Information and related Technology) in order to support
the control of their business processes. For example, we can cite the Sarbanes-
Oxley Act, which is a United States federal law enacted in response to a number
of major corporate and accounting scandals (e.g. Enron and WorldCom).

Despite the automation provided by PAIS, the business process control of
competitive companies should not be supported by normative tools like a classi-
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cal production WMS (Workflow Management System). These companies demand
a flexible automation of their business processes, since they need to respond
rapidly to new market strategies or new business models. On the other hand, a
flexible system may be vulnerable to fraudulent or undesirable executions. These
considerations illustrate the trade off between flexibility and security. In other
words, the system should provide flexibility for competitiveness reasons, but it
also should avoid or identify misuse of system.

Therefore, there is clearly a demand for auditing systems, and buzzwords
such as BAM (Business Activity Monitoring), BOM (Business Operations Man-
agement), and BPI (Business Process Intelligence) illustrate the interest of ven-
dors to support the monitoring and analysis of business activities [2]. Besides,
the spectacular growth of log data in the form of audit trails, transaction logs,
and data warehouses, and the requirement from a BPM (Business Process Man-
agement) perspective, have stimulated and enabled the development of process
mining techniques. The process mining is mainly concerned with the discovery
of process models from logs generated by information systems [3, 4]. Recent
developments in the field of process mining have led to a renewed interest in
anomaly detection [5, 6, 7] and security issues [8]. Thus, this paper presents
an approach to detect anomalous traces using available process mining tools of
ProM framework1.
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Fig. 1. Overview of our anomaly detection approach.

Figure 1 provides an overview of our proposed approach which is organized
in five steps: (i) scoping, (ii) process discovery, (iii) filtering of fitting models,
(iv) model selection, and (v) splitting of log. The scoping phase is a domain
dependent step by applying some filters where instances and activities that are

1 http://www.processmining.org
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out-of-scope are removed from the original log. The next two steps deal with
discovering models and filtering of fitting models, i.e. the selection of models
that satisfy a minimum (p%) fitness criteria - the degree of fitness refers to the
ability to reproduce the log. Then, we select the most appropriate model among
fitting models. An appropriate model is a structuraly simple and behavioraly
specific model. Finally, we classify the instances of log in anomalous and normal
instances using the selected model. In this approach, which focuses on analysis
of control-flow perspective, if an execution trace in the log is not an instance of
(or does not fit) the appropriate model, it is an anomalous trace.

The remainder of this paper is organized as follow. In Section 2 we present
some related work in the area of process mining, conformance checking, trace
clustering, and auditing. Albeit it is hard to present a precise definition for
anomaly in process-aware context, specially when we consider very dynamic
application domains (e.g. health care systems), in Section 3 we present what we
believe to be a suitable anomaly definition. In Section 4 we present how ProM
framework can be applied to operationalize this definition. Besides, we provide
a case study in Section 5 to show how our anomaly detection approach can be
applied in a real scenario, and we provide a final discussion and directions for
future work in Section 6.

2 Related work

Process mining techniques allow for various types of analysis based on so-called
event logs. For example, using process mining one can reconstruct a process
model from a log generated by some information system. In the last ten years
researchers around the world have been working on such techniques [3, 9, 10].
The term was first coined in the context of software processes. Cook and Wolf,
in [11], present process discovery as a tool to support the design of software
processes because it is a hard, expensive, and a error prone activity, specially for
big and complex processes. Also a forerunner work in process mining, the paper
of Agrawal et al, in [12], present an algorithm that mine models having three
properties in mind: completeness, minimality, and irredundancy.

Among the recent process mining approaches, the most visible one is the
α−algorithm [10, 4]. The effectiveness of that algorithm was formally proved for
a class of process models, the WF-Nets (Workflow Net), which are Petri nets
that require: (i) a single Start place, (ii) a single End place, and (iii) every node
must be on some path from Start to End. However, such an algorithm has severe
limitations, for example, the inability to deal with short loops.

Noise in the event log is closely related to anomaly detection. Some process
mining methods deal with the mining of noisy logs [12, 3, 13, 14, 15], yet their
approaches are limited to the frequency evaluation of dependency relation be-
tween two activities. For example, infrequent dependency relations between two
activities may not be modeled in the resulting process model. A more sophisti-
cated and promising approach, called genetic mining, was proposed in [16]. This
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algorithm is based on genetic algorithms, which search for a solution (an individ-
ual) that satisfies a selection criteria, called fitness function. The individuals are
generated based on genetic operators such as crossover, mutation, and elitism.

All previously mentioned process mining methods are mainly concerned with
the modeling of normal behavior, yet some of them also deal with noisy logs.
However, abnormal behavior was not deeply studied by process mining com-
munity, although it is a clearly important subject to the development of more
accurate auditing systems. Then, in order to fill this gap, recent researches have
been addressing the problem of identifying anomalous trace in logs of PAISs
[8, 17, 7, 6]. In [8], Aalst and Medeiros present two anomaly detection methods
that are supported by α-algorithm. A drawback of this work is that it demands
a known “normal” log, but a known “normal” log may not be available in ap-
plications domains that demand flexible support. In [17], the authors present a
framework to detect fraud and abuse in health insurance systems. In this work
clinical pathways are used to construct a detection model, whose features are
based on frequent control-flow patterns inferred from two datasets, one with
fraudulent instances and other with normal instances. In [6] and [7], Bezerra
and Wainer present three different approaches to detect anomalous traces: sam-
pling, threshold, and iterative approaches. Nevertheless, as pointed out by the
authors, the methods presented in [6, 7] have serious practical limitations, di-
rectly resulting from the adopted process mining algorithm, which can not deal
with larger logs.

3 Formal anomaly definition

There are many meanings associated with the definition of anomaly. An anomaly
can be an exceptional execution, a noise in the log, possibly caused by system
failure or error in data input, or even a fraud attempt. An exception character-
izes an abnormal or unusual execution, but it can be supported by the business.
Whereas a fraud attempt and an operational error are unusual executions that
lead to undesirable results from a business point of view. However, despite differ-
ent meanings associated with the term anomaly, there are some common generic
definitions such as: (i) a rare or infrequent event; (ii) a deviation from a normal
form or rule; (iii) an unexpected result; or (iv) a state outside the usual range
of variations.

Nevertheless, a precise definition of normal, norm, or rule is difficult, or even
impossible, if one assumes a generic context, e.g. an arbitrary PAIS. Note that, in
very dynamic environments, like health care systems, each instance (e.g. patient
treatment) may be different from others, so each instance can be viewed as an
unexpected occurrence. Next, we present a definition for anomalous traces. We
believe that such a definition is a first step towards a more accurate and generic
definition. We will make this definition operational using ProM framework, and
we point out in Section 4 how ProM can address this definition.

Throughout this paper the term trace will be used to refer to an execution
path (or process instance) of a business process model, and it represents the
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order that the activities of this path were completed. Thus, a trace [a b c d e]
indicates that activity a finished before activity b, and that activity b finished
before activity c, and so on. Using the notion of a trace, we define the concept
of an event log.

Definition 1 Trace.

Given that A is a set of activities. Then, a trace t represents a sequence of
activities such that t ∈ A∗. That is, assuming that A is an alphabet, and A∗

denotes all possible words over A, then t is a word based on this alphabet.

Definition 2 Log.

Given T as the set of all traces defined over A and T ′ ⊆ T , then a log L is
defined as L ⊆ T ′2.

T i m e

S t a r t

E n d T o d a yS t a r t  d a t e

a )

b )

c )

d )

Fig. 2. Problems related with an imported log.

In the scoping step of our anomaly detection approach (see Figure 1) the
domain analyst will define which activities and traces may be removed from log
before anomaly detection. We call the first step scoping because it represents
the moment when the domain analyst defines what is important to consider in
the analyses. Also, traces that are clearly not fully recorded should be removed.
For example, we show in Figure 2 four traces (a, b, c, and d) from a log, and
we indicate with dashed lines the period that was used to import the traces
for analysis. Thus, it is clear in this figure that: (i) trace a) should be removed
because it does not have the expected start activity; (ii) trace b) should be
removed because it does not have the expected start and end activities; and (iii)
trace d) should be removed because it does not have the expected end activity.
The scoping step is formally defined below.

Definition 3 Scoped Log.

Given a log L as defined in Definition 2, and a set AS of scoped activities such

2 Note that for simplicity we assume that a log is a set of traces. However, in re-
ality a log is a bag (i.e. multiset) of traces since each sequence of activities may
appear multiple times in the log. Although we use set in our formal definition, our
implementation in ProM takes frequencies of traces into account.
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that AS ⊆ A. Then, an scoped log LS is a set of traces t based on scoped activities
AS such that:

LS = {filter(t, AS) | t ∈ L ∧ complete(t)}

where filter removes all activities in t that are not in AS, and complete(t) is a
boolean function that evaluates to false if t is not complete or inappropriate.

In order to classify the traces of a log as anomalous and normal, we have to use
what we call an appropriate model, which is a model that has a minimum fitness
support (see Definition 5) and maximizes a function called appropriateness (see
Definition 6). The minimum fitness support is a parameter used to filter the
models that can be discovered from the log, that is, among the models (possibly
infinitely many) we are interested in the models that can classify at least p% of
traces as normal, where p% refers to the minimum fitness support.

Definition 4 Fitness Instance Test Function.

fM : L → IB is the fitness instance test function that indicates if a trace from a
log L is an instance of a model M . A trace t is instance of a model M if t can
be completely parsed by M . It can be defined as follows:

fM (t) =

{

true, if t can be replayed by model M
false, otherwise

Definition 5 Fitness Model Test Function.

It is a function f : {(M,L)|M is a model ∧ L is a log} → [0, 1] that indicates
the degree of fitness between a model M and a log L, that is, how many traces
from log L fit or can be completely parsed in model M . Function f is defined as
follows:

f(M,L) =
|{t ∈ L|fM (t)}|

|L|

A B

C D

Fig. 3. Example of a generic model (Flowered model).

Therefore, the fitness model test function indicates how much of the observed
behavior in the log can be supported by a model. That is, a fitness of 100% means
that the model supports the whole log, so it is able to replay each trace from
the log correctly. Nevertheless, a model with 100% of fitness does not mean an
appropriate model. For example, the generic model depicted in Figure 3 can
replay whatever trace defined over the set of activities {A, B, C, D}, so this
model will never be able to detect anomalous traces in a log whose traces are
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based on these activities. On the other hand, a model with low fitness value would
classify many traces in log as anomalous. Hence, appropriateness test function
is important to help us choose which fitting model is more appropriate, that
is, given two fitting models which one better describes the log in a simple and
specific way. Therefore, we present a formal definition of appropriateness test
function, which supports the fourth step of our anomaly detection approach, the
model selection step. Then, after selecting the appropriate model, a trace from
the log is anomalous if it is not fitting model (cf. Definition 7).

Definition 6 Appropriateness Test Function.

a : {(M,L)|M is a model ∧ L is a log} → [0, 1] is a function that indicates how
appropriate is a model M when compared with log L, where appropriate means
that a simple model is preferable than complex one, and that “too much” addi-
tional behavior is undesirable. Therefore, such a function represents a balance
between structural complexity and extra-behavior support.

Finally, once we selected an appropriate model, we perform the last step
of our anomaly detection approach, the splitting of log in two sets: anomalous
traces and normal traces. Below, we present a formal definition of anomalous
trace.

Definition 7 Anomalous Trace.

Given log L, p ∈ [0, 1] the desired minimal degree of fitness between a model and
a log, and M∗ an appropriate model such that:

– f(M∗, L) ≥ p;
– ∀M ′ f(M ′, L) ≥ p ⇒ a(M ′, L) ≤ a(M∗, L).

Then, an anomalous trace t′ ∈ L is defined as follows: ¬fM∗(t), i.e.
{t ∈ L | ¬fM∗(t)} is the set of anomalous traces.

Summarizing, among the models that can be discovered from a scoped log
LS , we are interested in the model M∗, which we call appropriate model and
has a minimum fitness degree p, but whose appropriateness is greater or equal
to the appropriateness of all others models with minimum fitness p that can also
be discovered from this log LS . Then, the anomalous traces are those traces
from log that do not fit the appropriate model M∗. In the following section we
address this formal anomaly definition operational by using ProM.

4 Application based on ProM

The ProM framework is a pluggable environment for process mining [18]. It is
platform independent as it is implemented in Java, and it is open-source. The
framework is flexible with respect to the input and output format, and it is also
open enough to allow for the easy reuse of code during the implementation of new
process mining techniques. ProM supports the analysis of three main perspec-
tives: (i) the process perspective that focuses on the control-flow mining; (ii) the
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organizational perspective that focuses on the performers of activities; and (iii)
the case perspective that focuses on properties, data, and values manipulated
by activities. Because our anomaly detection approach is focusing on control-
flow deviations, we are specially interested in the plug-ins dealing with process
perspective in ProM. In this section, we show how the ProM framework can be
used in the identification of anomalous traces based on our formal definition (cf.
Definition 7).

4.1 Scoping

The first step of our anomaly detection approach is concerned with the removal
of activities and traces from log that are not interesting for analysis or that may
lead the definition of anomalies that are the result of an incomplete log. ProM
has a lot of log filtering tools that can be applied in this step. For example, in
ProM is possible to indicate what are the start and end activities of traces from
log, so every trace that does not start and end with selected activities will be
removed from log.

ProM also provides inspecting tools that can be used to evaluate the fre-
quency of activities. Using filtering it is possible to perform an analysis based
only on frequent traces. Besides, ProM provides an analysis plug-in called LTL
Checker that can be used to filter traces that satisfy certain properties, for ex-
ample, traces with a causal relation between two activities.

4.2 Process discovery and filtering

The next two steps of our anomaly detection approach address the discovery and
filtering of models. The process discovery step deals with the automated con-
struction of a process model that describes the log used during discovery, while
the filtering step is related with the selection of models that satisfy a minimum
fitness constraint (the p value in Definition 7). In order to address the discov-
ery process step, ProM provides several algorithms, and all available process
discovery algorithms can be used. On the other hand, the fitness instance test
function, as described in Definition 4, is not provided separately by ProM, yet
it can be obtained indirectly through the conformance checker plug-in [18]. The
fitness(f ) metric of conformance checker plug-in is a more fine-grained metric
that evaluates how much a model fits a log considering both trace and activity
perspectives.

Moreover, the fitness of a model can be evaluated through a metric in ProM
called PM (Parsing Measure) that directly supports Definition 5. Such a metric
can be used with control-flow benchmark plug-in, but it works only with heuris-
tic models, and because there is not a direct conversion plug-in from Petri nets
to heuristic models, we can not use this metric with process mining algorithms
that output Petri nets models. On the other hand, we can accomplish this lim-
itation using conformance checker plug-in, which provides an interface where it
is possible to select only the fitting traces (100% of fitness), and then we can see
the percentage of traces that fits the model.
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4.3 Model selection

Model selection is the fourth step of our approach, and it is concerned with the
selection of what we call appropriate model, that is, a simple and non-generic
model. In order to objectively help us choose such an appropriate model we need
an appropriateness test function that supports Definition 6. Although ProM does
not provide a plug-in that directly selects the most appropriate model, the appro-
priateness metrics implemented in both conformance checker and control-flow
benchmark plug-ins can be used in for a suitable definition of an appropriateness
test function (cf. Equation (1)). Hence the appropriateness test function may be
evaluated in ProM as follows:

– using a metric called structural appropriateness, which assesses the complexity
of a model, and we represent here as a function fS(M), where M is a model;

– using a metric called behavioral appropriateness, which assesses how specific is
a model regarding a log, and we represent here as a function fB(M,L), where
M is a model and L is a log;

– finally, since both functions are defined for the same codomain ([0, 1]), we could
objectively define appropriateness as a balance value between these structural
and behavioral metrics, as follows:

a(M,L) =
fS(M) + fB(M,L)

2
(1)

4.4 Splitting

Finally, since we have an appropriate model, the last step of our anomaly de-
tection approach can be easily achieved through conformance checker plug-in
of ProM. That is, once we have got a model that supports a minimum fitness
threshold (value p of definition), and such a model also has the greatest appro-
priateness value amongst other models, we can simply select those traces that
do not fit the model as follows: (i) selecting fitting traces as normal traces; and
then (ii) inverting selection to identify the anomalous traces.

5 Municipal household support system

In this section we present a real application of ProM tools for supporting our
anomaly detection approach. It refers to a log of the information system of the
Dutch municipality. The process is about supporting citizens that need help
in the form of a wheelchair, scootmobiel, adaptation of house (elevator), and
household help. The log used in this analysis comprises event data from January
2007 to August 2008, and it contains information of 876 process instances that
together represent 5497 activities, among 10 different activities available in the
log. Besides, the shortest trace from log has 1 activity, while the longest has 12
activities. On average, the traces have 6 activities.
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Because many models can be discovered from a log (maybe infinite), and
considering the lack of automated tools to generate all possible candidates, we
explored the set of possible process models in a semi-automatic fashion, i.e., the
appropriate model was discovered through manual parameter selection. In the
following we present how we applied our anomaly detection approach.

5.1 Scoping

During scoping, we first made an analysis based on frequencies of start and
end activities. As stated in Section 3, depending of period used to import the
log, some traces may start and/or end with an intermediate activity. These
incomplete traces were removed. Then we applied the following filters on the
original log, which were also supported by users of the system.

– define “Request registration” as the unique start activity because it is a pre-
dominant start activity, as we can notice in Table 1;

– define “Final Phase” as the unique end activity (see Table 1);

Table 1. Frequency of start and end activities obtained from ProM

Frequency of start activities Frequency of end activities

Activity Frequency Activity Frequency
Request registration 96,12% Final Phase 94,52%
Reporting & Decision 3,43% Reporting & Decision 2,06%
Private research 0,34% Request registration 1,03%
Research 0,11% Left filing 0,91%

Keys and decide 0,69%
Accounting 0,34%
Waiting recovery 0,23%
Research 0,11%
Return 0,11%

In the end of scoping step we obtained a log with 796 traces that as a whole
comprise 5191 activities. Besides, the shortest trace from log has 5 activities,
while the longest has 12 activities. On average, the traces have 6 activities.

5.2 Discovering, filtering, and selection

Our proposal approach deals with the search of an appropriate model, which
satisfies a minimum fitness and maximizes appropriateness. Figure 4 depicts
three models that we mined from the scoped log, and their respective properties
(f for fitness, s for structural appropriateness, b for behavioral appropriateness,
and a for appropriateness). We considered 80% as the minimum fitness support
in this analisys. We used heuristics mining plug-in for process discovery because
it is robust for noise and exceptions since it outputs a model based on frequent
patterns.

Then, we got the Petri net A (after converting from a heuristic net model).
Specifically in the case of this log, whose activity frequencies are reported in
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Fig. 4. Petri net models based on frequency filtering analysis.

Table 2. Activity Frequencies

Model element Occurrences (relative)
Keys and decide 16,41%

Reporting & Decision 15,43%
Left filing 15,39%

Request registration 15,33%
Final Phase 15,33%
Accounting 11,42%

Waiting recovery 9,59%
Return 1,00%

Private research 0,04%
Research 0,04%

Table 2, the two most infrequent activities (“Private research” and “Research”)
add an unnecessary complexity to model A although they are significantly infre-
quent when compared with other activities. For that reason, we applied heuristic
mining over a filtered version of scoped log, which does not consider activities
“Private research” and “Research”. This way, we got Petri net B, which is a
model more appropriate than model A.

However, although “Return” activity is significantly more frequent than “Pri-
vate research” and “Research” activities, it is also significantly infrequent when
compared with other activities of log (see Table 2). That is, “Return” activity
adds an unnecessary complexity to model in Figure 4 A. For that reason, we
also mined scoped log, but filtered from “Private research”, “Research”, and
“Return”. As a result, we obtained the Petri net C, which is more appropriate
than other models, and it also has a better fitness. Therefore, we selected Petri
net C as the appropriate model, so it was utilized for splitting step. Note that



12 Fábio Bezerra, Jacques Wainer, and W.M.P. van der Aalst

the selection of this model was not automated and we did not do an exhaus-
tive search. Moreover, manual inspection showed that this is indeed the most
appropriate model having a fitness of at least 80%.

5.3 Splitting

Finally, we got the fitting and non-fitting traces using the appropriate model
(Petri net C in Figure 4). In this analysis we considered 80% for p (minimum
fitness support), so we supported to find at most 20% of anomalous traces in the
log. However, because we got an appropriate model whose fitness was 99%, we
detected only 6 anomalous traces from a total of 796 traces of scoped log.

6 Conclusion and future work

Recent management trends and the adoption of rigorous best practices of corpo-
rate governance stimulated companies to deploy PAIS in order to automate and
control their business processes, and also to track misuse of their systems (e.g.
financial scandals related to mismanagement). However, the control provided
by normative systems may compromise the necessary flexibility to companies
in being agile and competitive in the market. This work presents an approach
to identify anomalous traces, which may represent a misuse, for deal with this
problem. For example, the identification of anomalous traces can lead to an in-
vestigation and probable evolution of the business process models. Our approach
is based on a formal definition of anomalous trace, which is defined through two
parameters: (i) fitness model degree (p%); and (ii) appropriateness of model (a).
We described how ProM framework can be utilized for support this formal def-
inition. Then, we carried out an application of approach with a real log from a
Dutch municipality.

The presented anomaly detection approach is limited to the control-flow per-
spective. For example, fraud may follow a normal flow, but producing anomalous
data (e.g. very large amount of money) or being executed by unauthorized roles
or users (e.g. violation of four eyes principle). Therefore, we believe that data and
organizational perspectives should also be considered to provide more accuracy,
yet they may require a more complex anomaly detection framework. Because
our approach relies on the selection of an appropriate model, we believe that a
precise appropriateness metric should be defined. Besides, we think that an au-
tomated solution might be implemented, for example, through the use of genetic
algorithms.
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