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Abstract There seems to be a never ending stream of new process mod-
eling notations. Some of these notations are foundational and have been
around for decades (e.g., Petri nets). Other notations are vendor specific,
incremental, or are only popular for a short while. Discussions on the var-
ious competing notations concealed the more important question “What
Makes a Good Process Model?”. Fortunately, large scale experiences with
process mining allow us to address this question. Process mining techniques
can be used to extract knowledge from event data, discover models, align
logs and models, measure conformance, diagnose bottlenecks, and predict
future events. Today’s processes leave many trails in data bases, audit trails,
message logs, transaction logs, etc. Therefore, it makes sense to relate these
event data to process models independent of their particular notation. Pro-
cess models discovered based on the actual behavior tend to be very different
from the process models made by humans. Moreover, conformance checking
techniques often reveal important deviations between models and reality.
The lessons that can be learned from process mining shed a new light on
process model quality. This paper discusses the role of process models and
lists seven problems related to process modeling. Based on our experiences
in over 100 process mining projects, we discuss these problems. Moreover,
we show that these problems can be addressed by exposing process models
and modelers to event data.
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1 Introduction

Today there exists a wide variety of process modeling notations. Some no-
tations have been around for decades. Other notations have been proposed
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more recently. Notations range from languages aiming to provide a formal
basis (e.g., finite state machines, Petri nets, and process algebras) to vendor
specific notations (e.g., the different workflow languages used by BPM ven-
dors). Industry standards such as BPEL [10] and BPMN [18] are typically
only partially adopted; vendors support just subsets of these standards and
users tend to use only a tiny fraction of the concepts offered [17]. Obviously,
there is little consensus on the modeling language to be used. This resulted
in the “Tower of Babel of Process Languages”: a plethora of similar but sub-
tly different languages inhibiting effective and unified process support and
analysis. This “Tower of Babel” and the corresponding discussions obfus-
cated more foundational questions related to the correspondence of a model
and reality and the usefulness and quality of process models. Therefore, this
paper aims to answer the question: “What Makes a Good Process Model?”.
It would be presumptuous to suggest that this paper provides a conclusive
answer to this question. We merely report on our experiences with process
mining thereby stimulating the reader to view the topic from a new angle.

Process mining is an emerging research area combining techniques from
process modeling, model-based analysis, data mining, and machine learning.
The goal is to extract knowledge about processes from event data stored in
databases, transaction logs, message logs, etc. Process mining techniques are
commonly classified into: (a) discovery, (b) conformance, and (c) enhance-
ment [3]. The first type of process mining is discovery. A discovery technique
takes an event log and produces a model without using any a-priori infor-
mation. An example is the α-algorithm [3,8] that is able to discover a Petri
net based on sequences of events. The second type of process mining is con-
formance. Here, an existing process model is compared with an event log of
the same process. Conformance checking can be used to check if reality, as
recorded in the log, conforms to the model and vice versa [3,21]. The third
type of process mining is enhancement. Here, the idea is to extend or im-
prove an existing process model using information about the actual process
recorded in some event log [3]. Whereas conformance checking measures
the alignment between model and reality, this third type of process mining
aims at changing or extending the a-priori model. One type of enhancement
is repair, i.e., modifying the model to better reflect reality. Another type
of enhancement is extension, i.e., adding a new perspective to the process
model by cross-correlating it with the log. An example is the extension of
a process model with performance data. For instance, by using timestamps
in the event log it is possible to identify bottlenecks in a process.

Over the last decade, process mining emerged as a new discipline [3,
15]. Recently, the IEEE Task Force on Process Mining released the Process
Mining Manifesto [15]. This manifesto is supported by 53 organizations and
77 process mining experts contributed to it. The active participation from
end-users, tool vendors, consultants, analysts, and researchers illustrate the
growing significance of process mining as a bridge between data mining and
business process modeling. In fact, there is a growing number of commer-
cially available software products offering process mining capabilities. Some
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of these products embed process mining functionality in a larger system,
e.g., Pallas Athena embeds process mining in their BPM suite BPM|one.
Other products aim at simplifying process mining using an intuitive user
interface (Disco, Reflect, Interstage BPME, ProcessAnalyzer, ARIS PPM,
etc.). Next to these commercial systems, there is the open-source ProM
framework (www.processmining.org). ProM has become the de facto stan-
dard for process mining in the scientific community and ideas developed in
the context of ProM have been adopted in commercial systems. In terms
of process mining functionality, the scope of ProM – with its hundreds of
plug-ins developed by research groups all over the globe – is much broader
than any other “business intelligence” tool.

We have applied ProM in over 100 organizations, e.g., in the context
of joint research projects, Master projects, and consultancy projects. This
provided us with a refreshing view on process models:

– Process mining allows for the discovery of process models based on facts.
Often the real process has surprising “features” that the stakeholders are
not aware of (e.g., exceptional paths or skipped activities).

– Given a pre-existing model and an event log, conformance analysis can be
used to detect differences between reality and model. Often, such analysis
immediately reveals that the process model provides an oversimplified
or simply incorrect view on reality. Such diagnostics can be used to
align models and reality, thus improving the accuracy and usefulness of
models.

– Process mining establishes an explicit connection between elements in
the process model and events observed in reality. This way it is possible
to breathe life into otherwise static models. As a result, process mod-
els will not end up in some archive without anyone looking at them.
Connecting models and event logs will stimulate the active/daily use of
process models. However, such use of process models also imposes new
requirements.

– The automatic generation of process models and the projection of event
logs and running cases on these models, shows that it does not make
any sense to aim at a creating a single process model. For the process
of interest, one would like to generate different models depending on
the questions one would like to answer. Process models should be like
geographic maps; there may be different maps covering the same area
(hiking map, cycling map, highway map, city map, etc.).

In this paper, we report on the main lessons that can be learned from
process mining. In Section 2, we briefly introduce process mining. Based
on this, we discuss the role of process models (Section 3). Section 4 dis-
cusses seven typical problems related to process modeling. These summa-
rize generic lessons learned through our experiences with process mining. To
conclude, Section 5 discusses how event logs can breathe life into otherwise
static process models.
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2 Process Mining: An Example

Starting point for process mining is a so-called event log. An event log con-
tains information on process instances, often referred to as cases. Each case
is described by a sequence of events also called trace. Let us start with the
simple case where each event is completely described by the correspond-
ing activity name. Table 1 shows a small event log taken from [3]. In such
an abstract description of an event log, each case is represented by a se-
quence of activities. For clarity the activity names have been transformed
into single-letter labels, e.g., a denotes activity register request.

Table 1 Compact representation of an event log just showing the activity names
per event: a = register request, b = examine thoroughly, c = examine casually, d =
check ticket, e = decide, f = reinitiate request, g = pay compensation, and h =
reject request

case id trace

1 〈a, b, d, e, h〉
2 〈a, d, c, e, g〉
3 〈a, c, d, e, f, b, d, e, g〉
4 〈a, d, b, e, h〉
5 〈a, c, d, e, f, d, c, e, f, c, d, e, h〉
6 〈a, c, d, e, g〉
. . . . . .

Process mining algorithms for process discovery can transform the in-
formation shown in Table 1 into process models. For instance, the basic
α-algorithm [8] discovers the Petri net shown in Fig. 1. It is easy to check
that all six traces in Table 1 are possible in the model. Let us replay the
trace of the first case – 〈a, b, d, e, h〉 – to show that the trace “fits” (i.e.,
conforms to) the model. In the initial marking shown in Fig. 1, transition
a is indeed enabled because of the token in start. Recall that a transition
in a Petri net is enabled when each input place contains a token, i.e., all
input places are marked. Enabled transitions can fire thereby removing a
token from each input place and producing a token for each output place.
After firing the enabled transition a the places c1 and c2 are marked, i.e.,
both places contain a token. Transition b is enabled at this marking and its
execution results in the marking with tokens in c2 and c3. Now we have exe-
cuted 〈a, b〉 and the sequence 〈d, e, h〉 remains. The transition corresponding
to the next event in the trace, i.e. d, is indeed enabled and its execution
results in the marking enabling e (tokens in places c3 and c4 ). Firing e
results in the marking with one token in c5. This marking enables the final
event h in the trace. After executing h, the case ends in the desired final
marking with just a token in place end. Similarly, it can be checked that the
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other five traces shown in Table 1 are also possible in the model and that
all of these traces result in the marking with just a token in place end.
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examine 
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examine 
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d

check ticket

decide
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reject 
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Fig. 1 The process model discovered by the α-algorithm [8] based on the event
log in Table 1

The Petri net shown in Fig. 1 also allows for traces not present in Table 1.
For example, the traces 〈a, d, c, e, f, b, d, e, g〉 and 〈a, c, d, e, f, c, d, e, f, c, d, e,
f, c, d, e, f, b, d, e, g〉 are also possible. This is a desired phenomenon as the
goal is not to represent just the particular set of example traces in the event
log. Process mining techniques look for the most likely model explaining the
underlying process. Therefore, process discovery algorithms need to gener-
alize the behavior contained in the log to show the most likely underlying
model that is not invalidated by the next set of observations. One of the
challenges of process mining is to balance between “overfitting” (the model
is too specific and only allows for the “accidental behavior” observed) and
“underfitting” (the model is too general and allows for behavior unrelated
to the behavior observed).

The α-algorithm is just one of many possible process discovery algo-
rithms. For real-life logs more advanced algorithms are needed to better
balance between “overfitting” and “underfitting” and to deal with “incom-
pleteness” (i.e., logs containing only a small fraction of the possible behavior
due to the large number of alternatives) and “noise” (i.e., a log containing
exceptional/infrequent behavior that should not automatically be incorpo-
rated in the model).

Process mining is not limited to process discovery. Event logs can be
used to check conformance and enhance existing models. Moreover, differ-
ent perspectives may be taken into account. To illustrate this, let us first
consider the event log shown in Table 2. The first six cases are as before. It is
easy to see that Case 7 with trace 〈a, b, e, g〉 is not possible according to the
model in Fig. 1. The model requires the execution of d before e, but d did
not occur. This means that the ticket was not checked at all before making
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Table 2 Another event log: cases 7, 8, and 10 are not possible according to Fig. 1

case id trace

1 〈a, b, d, e, h〉
2 〈a, d, c, e, g〉
3 〈a, c, d, e, f, b, d, e, g〉
4 〈a, d, b, e, h〉
5 〈a, c, d, e, f, d, c, e, f, c, d, e, h〉
6 〈a, c, d, e, g〉
7 〈a,b, e,g〉
8 〈a,b, c,d, e,g〉
9 〈a, d, c, e, f, d, c, e, f, b, d, e, h〉
10 〈a, c,d, e, f , c,b,d,g〉

a decision and paying compensation. Conformance checking techniques aim
at discovering such discrepancies [4,21]. A so-called alignment showing the
problem is:

γ1 =
a b� e g
a b d e g

The top row of an alignment corresponds to “moves in the log” and the
bottom row corresponds to “moves in the model”. If a move in the log
cannot be mimicked by a move in the model, then a “�” (“no move”)
appears in the bottom row. If a move in the model cannot be mimicked by
a move in the log, then a “�” (“no move”) appears in the top row. For
example, in γ1 the log did not do a d move whereas the model has to make
this move to enable e. Given a trace in the event log there may be many
possible alignments. The goal is to find the alignment with the least number
of � elements. The number of � elements can be used to quantify fitness
[4]. When checking the conformance of the remainder of the event log it can
also be noted that cases 8 and 10 do not conform either. Case 9 conforms
although it is not identical to one of the earlier traces. Trace 〈a, b, c, d, e, g〉
(i.e. Case 8) has the problem that two examinations (b and c) took place
whereas the model allows for only one. Alignment γ2 shows that the second
examination in the log cannot be mimicked by a move in the model:

γ2 =
a b c d e g
a b � d e g

Trace 〈a, c, d, e, f, c, b, d, g〉 (Case 10) has two problems as shown by align-
ment γ3.

γ3 =
a c d e f c b d� g
a c d e f c� d e g

Note that conformance can be viewed from two angles: (a) the model
does not capture the real behavior (“the model is wrong”) and (b) reality
deviates from the desired model (“the event log is wrong”). The first view-
point is taken when the model is supposed to be descriptive, i.e., capture or
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predict reality. The second viewpoint is taken when the model is normative,
i.e., used to influence or control reality.

Table 1 provides a rather simplistic view on event logs. Most event logs
also contain information on resources, timestamps and characteristics of
cases. For example, the first event of Case 1 corresponds to the execution
of activity register request. The real event log may show that this activity
was executed by Pete on December 30th 2010. The log may also contain
transactional information showing that the activity was started at noon and
took 30 minutes. Characteristics of the request may include customer type,
claimed amount, and execution costs. Depending on the type of event, there
can be various attributes. Such information can be used to discover other
perspectives, check the conformance of models that are not pure control-flow
models, and to extend models with additional information. For example,
one could derive a social network based on the interaction patterns between
individuals. The social network can be based on the “handover of work”
metric, i.e., the more frequent individual x performed an activity that is
causally followed by an activity performed by individual y, the stronger the
relation between x and y is [7].

Figure 2 illustrates the way in which a control-flow oriented model can
be extended. Process mining may reveal that Sara is the only one perform-
ing the activities decide and reinitiate request. This suggests that there is
a “manager role” and that Sara is the only one having this role. Activ-
ity examine thoroughly is performed only by Sue and Sean. This suggests
some “expert role” associated to this activity. The remaining activities are
performed by Pete, Mike and Ellen. This suggests some “assistant role”
as shown in Fig. 2. Techniques for organizational process mining [22] can
discover such organizational structures and relate activities to resources
through roles. By exploiting resource information in the log, the organiza-
tional perspective can be added to the process model. Similarly, information
on timestamps and frequencies can be used to add performance related in-
formation to the model. Figure 2 sketches that it is possible to measure the
time that passes between an examination (activity b or c) and the actual
decision (activity e). If this time is remarkably long, process mining can be
used to identify the problem and discover possible causes. If the event log
contains case-related information, this can be used to further analyze the
decision points in the process. For instance, through decision-point analysis
it may be learned that requests for compensation of more than e 800 tend
to be rejected.

Using process mining, the different perspectives can be cross-correlated
to find surprising insights. Examples of such findings could be: “requests
examined by Sean tend to be rejected more frequently”, “requests for which
the ticket is checked after examination tend to take much longer”, “requests
of less than e 500 tend to be completed without any additional iterations”.
Moreover, these perspectives can also be linked to conformance questions.
For example, it may be shown that Pete is involved in relatively many
incorrectly handled requests.
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Fig. 2 The process model extended with additional perspectives: the organiza-
tional perspective (“What are the organizational roles and which resources are
performing particular activities?”), the case perspective (“Which characteristics
of a case influence a particular decision?”), and the time perspective (“Where are
the bottlenecks in my process?”)

Using a small event log, this section introduced the topic of process min-
ing. Unlike conventional process modeling and analysis approaches, there is
a direct link between model and reality recorded in the form of an event
log.

The event log shown in Table 1 and the corresponding process model in
Fig. 2 provide an oversimplified view of process mining. There is a contin-
uum of processes ranging from highly structured processes (often referred to
as Lasagna processes) to unstructured processes (Spaghetti processes). An
example of a Spaghetti process is shown in Fig. 3. The model was obtained
using the heuristic miner with default settings. Note that some low frequent
behavior has already been filtered out, i.e., the real process is even more
Spaghetti-like than the model shown in Fig. 3. This illustrates the challenges
related to process mining when applied to less structured processes.

Process models such as the one depicted in Fig. 3 provide a “real-
ity check” for business consultants, process analysts, and IT developers.
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(schedule)

32

 0,8
 25

B_Bloedtoediening met druk
(start)

5

 0,667
 5

B_Oogzalven / druppelen
(complete)

56

 0,8
 41

B_Drain(s) wond
(complete)

58

 0,857
 41

B_Fixateur Externe
(start)

3

 0,5
 3

C_Hemi-beeld
(start)

7

 0,667
 6

C_-VKF, atrium-flutter
(complete)

52

 0,75
 31

C_DIS
(start)

17

 0,833
 15

C_Resp Insuff
(start)

82

 0,75
 62

B_Basiszorg
(complete)

43

 0,833
 15

O_Pulmonalis angio
(complete)

1

 0,5
 1

C_Febris e.c.i.
(start)

6

 0,667
 6

O_Coronair angiogram
(schedule)

6

 0,667
 3

B_PTCA
(complete)

4

 0,667
 3

B_Liescatheter(s)
(complete)

31

 0,5
 21

B_Vernevelaar
(complete)

17

 0,857
 14

O_TEE
(schedule)

84

 0,833
 44

C_Non oligurische nierinsuf
(start)

13

 0,75
 10

B_Air fluid bed
(complete)

28

 0,955
 27

B_Halsinf./subclavia op IC
(complete)

50

 0,667
 35

C_Autoextubatie
(start)

50

 0,75
 44

O_X been
(schedule)

2

 0,5
 2

C_Pneumothorax
(start)

31

 0,8
 22

B_Verpleegvorm boomstam
(complete)

7

 0,667
 6

C_Para-valvulair lek na OK
(start)

5

 0,5
 4

C_Bronchitis (klinisch)
(start)

20

 0,833
 19

C_Acute Tubulus Necrose
(start)

24

 0,8
 17

B_CVVH
(complete)

55

 0,679
 44

B_Intermit. catheteriseren
(complete)

16

 0,909
 14

C_Pancreatitis
(complete)

1

 0,5
 1

C_Bronchitis -purulent
(start)

13

 0,8
 13

B_Tracheostoma/Tube LOS
(complete)

57

 0,722
 41

O_Kweek art. lijn
(schedule)

14

 0,5
 7

B_Duo luchtmatras
(complete)

57

 0,762
 38

C_Lijn sepsis
(start)

9

 0,667
 8

O_Kweek liescatheter veneus
(schedule)

10

 0,625
 6

C_Depressie
(start)

1

 0,5
 1

B_Uritip
(start)

3

 0,5
 2

O_ECG 3 x p.w.
(complete)

10

 0,667
 9

B_Clysmeren
(start)

14

 0,667
 9

B_IABP in op OK
(complete)

53

 0,75
 38

C_MI mogelijk
(start)

37

 0,8
 31

C_MI mogelijk
(complete)

3

 0,5
 3

C_-SVT, paroxysmaal
(start)

15

 0,7
 12

B_Low flow bed
(start)

21

 0,667
 15

B_Low flow bed
(complete)

10

 0,8
 10

B_Tracheostomie
(start)

21

 0,667
 17

O_Kweek peritoneum
(schedule)

7

 0,667
 3

O_Keel kweek
(schedule)

19

 0,75
 12

C_Icterus (bili > 50 )
(start)

7

 0,75
 5

O_Tobramycine dal / top
(schedule)

19

 0,667
 15

C_s3 Shock, Hypovolaemisch
(start)

7

 0,75
 7

O_Sigmoideoscopie
(schedule)

3

 0,5
 1

C_Empyeem
(start)

8

 0,75
 7

C_Urineweginfectie
(start)

2

 0,667
 2

O_Echo perifere vaten
(complete)

2

 0,5
 1

B_Buikligging
(start)

18

 0,667
 13

B_Primo luchtmatras
(complete)

14

 0,857
 9

C_Lekkage na plastiek
(start)

5

 0,667
 3

C_Decubitus hak st. 2a
(start)

3

 0,5
 2

C_-VF
(start)

13

 0,8
 7

C_Hypoglycaemie
(start)

25

 0,8
 20

B_Jejunumsonde
(complete)

6

 0,75
 6

C_Hyperglycaemie >20mmol/l
(start)

4

 0,667
 4

C_Subcutaan emfyseem
(start)

7

 0,667
 5

C_Fistel bovenste tr dig
(start)

3

 0,5
 1

C_Darmperforatie
(start)

5

 0,667
 3

B_Vacuum therapie
(start)

17

 0,667
 10

O_Fundus scopie
(schedule)

1

 0,5
 1

O_Fundus scopie
(complete)

1

 0,5
 1

B_Wondzorg open buik
(complete)

10

 0,833
 8

C_Hepatitis, drug induced
(start)

5

 0,667
 3

C_Hypoglycaemie
(complete)

2

 0,5
 1

B_Beademing Niet Invasief
(start)

8

 0,667
 5

B_Beademing Niet Invasief
(complete)

7

 0,75
 4

C_Rhabdomyolysis
(start)

1

 0,5
 1

B_CAVH(D)
(start)

4

 0,667
 2

B_CAVH(D)
(complete)

3

 0,5
 3

C_Aspiratie
(start)

5

 0,667
 3

B_Buikligging
(complete)

15

 0,545
 11

O_24 uurs urine Na Creat Ur
(schedule)

1

 0,5
 1

O_Kweek perifeer infuus
(schedule)

1

 0,5
 1

C_Abces
(start)

2

 0,667
 2

B_Isolatie strikte
(complete)

3

 0,5
 3

C_Critical illness polyneur
(start)

3

 0,5
 3

B_Actief koelen
(complete)

2

 0,667
 2

O_Huiduitstrijk Oksel Li /R
(schedule)

2

 0,5
 1

C_Hypoxemie
(start)

2

 0,5
 2

C_Ischemische hepatitis
(start)

6

 0,667
 3

C_Candidosis invasief
(start)

1

 0,5
 1

C_GI-bloeding
(start)

9

 0,625
 7

C_Decubitus overig st. 1
(start)

1

 0,5
 1

C_Autoextubatie
(complete)

11

 0,5
 6

B_Pacemaker inbrengen
(start)

7

 0,8
 5

C_Decubitus stuit st. 1
(start)

1

 0,5
 1

C_Ischemische darm
(start)

6

 0,8
 5

C_Pneumonie (mogelijk)
(start)

1

 0,5
 1

B_PEP masker
(complete)

5

 0,75
 4

C_Naadlekkage
(start)

3

 0,5
 3

C_Lijnkweek positief
(start)

2

 0,5
 2

C_Nosocomiale Pneumonie
(start)

13

 0,8
 11

C_Loge Syndroom
(start)

2

 0,667
 2

B_Fasciotomie
(start)

2

 0,667
 2

B_Fasciotomie
(complete)

2

 0,5
 1

C_Trombopenie
(complete)

1

 0,5
 1

C_GI-bloeding
(complete)

2

 0,5
 1

C_Pneumonie
(start)

5

 0,8
 4

B_NO beademing
(complete)

1

 0,5
 1

C_Tamponade
(complete)

2

 0,5
 2

C_Maagretentie(>1500 ml/24)
(start)

3

 0,667
 3

C_Beademingsafhankelijkheid
(complete)

3

 0,5
 1

B_Isolatie aerogene
(start)

1

 0,5
 1

B_Isolatie aerogene
(complete)

1

 0,5
 1

C_Pleisterlaesie
(start)

3

 0,75
 3

B_Necrotomie
(complete)

5

 0,5
 1

C_Platzbauch
(complete)

1

 0,5
 1

C_Peritonitis
(start)

2

 0,5
 2

C_Geen plaats afd
(start)

2

 0,5
 2

B_Empyeem spoeling
(complete)

1

 0,5
 1

O_Methyl blauw/ fistulogram
(complete)

2

 0,5
 1

C_Pleura-Effusie
(start)

2

 0,5
 1

C_Colitis, pseudomembraneus
(start)

1

 0,5
 1

C_Parotitis
(start)

1

 0,5
 1

B_IPPB
(complete)

2

 0,667
 2

B_Wondzorg open thorax
(complete)

3

 0,5
 2

C_Coma
(start)

2

 0,5
 1

B_Uritip
(complete)

1

 0,5
 1

B_Isolatie Universeel
(start)

3

 0,5
 3

C_ARDS
(complete)

1

 0,5
 1

C_Hyperglycaemie >20mmol/l
(complete)

1

 0,5
 1

B_Plasmaforese
(complete)

2

 0,5
 1

C_TIA
(start)

1

 0,5
 1

C_Cholecystitis, acalc
(start)

1

 0,5
 1

B_Decubitus zorg stadium 3b
(start)

1

 0,5
 1

C_Haemolyse
(start)

1

 0,5
 1

B_Decubitus zorg stadium 4b
(start)

1

 0,5
 1

C_Intra-peritoneaal Abces
(start)

1

 0,5
 1

B_Supra Pubische blaascath
(complete)

1

 0,5
 1

B_Verpleegvorm prikkelarm
(complete)

1

 0,5
 1

 0,889
 105

B_Actief warmte toevoegen
(complete)

150

 0,975
 147

B_Scleroseren GI bloeding
(complete)

4

 0,5
 1

B_PEG catheter
(start)

7

 0,5
 1

B_Donor Multi Orgaan
(start)

5

 0,667
 2

 0,9
 1296

 0,923
 150

O_ECG dagelijks
(complete)

374

 0,964
 57

C_Ischemie
(start)

35

 0,833
 8

O_Wegen dagelijks
(complete)

53

 0,75
 7

C_Hypotensie
(start)

17

 0,8
 5

B_Tracheostomie
(complete)

11

 0,5
 1

C_Bloedverlies > 50 ml/uur
(complete)

2

 0,5
 1

B_Empyeem spoeling
(start)

2

 0,5
 1

C_s3 Shock, Hypovolaemisch
(complete)

2

 0,5
 1

B_Ontlastende LP bij druk
(start)

1

 0,5
 1

B_Catheter spinaal
(start)

1

 0,5
 1

B_Thoraxdrain
(complete)

617

 0,817
 448

 0,918
 112

B_Catheter a demeure
(complete)

18

 0,75
 6

C_Darmperforatie
(complete)

2

 0,5
 2

O_Lab. 3x per week
(complete)

5

 0,5
 3

B_Reanimatie
(complete)

20

 0,667
 2

 0,8
 24

 0,974
 175

B_IABP in op ICU
(complete)

12

 0,5
 4

C_Bloedverlies > 50 ml/uur
(start)

47

 0,833
 20

B_Swan Ganz op ICU
(complete)

15

 0,667
 3

B_Wondzorg overig
(complete)

23

 0,75
 14

B_Rethoratocomie op OK
(complete)

42

 0,667
 7

B_Amputatie Extremiteit
(start)

3

 0,5
 2

B_Isolatie contact
(complete)

3

 0,5
 3

B_PEP masker
(start)

6

 0,667
 4

C_Psychose/verward
(complete)

3

 0,5
 2

 0,942
 172

B_Halsinf./subclavia op OK
(complete)

106

 0,857
 38

B_Pacemaker AAN
(complete)

88

 0,7
 24

O_Doppler perifere vaten
(complete)

2

 0,5
 1

B_Bi of Trilumen Catheter
(complete)

29

 0,5
 3

B_PCA pomp
(complete)

2

 0,5
 2

C_s2 Shock, Cardiaal
(complete)

4

 0,5
 2

C_Sufheid
(complete)

4

 0,5
 3

C_Lekkage na plastiek
(complete)

1

 0,5
 1

M_MeasurementClinic
(complete)

12474

 0,978
 995

 0,935
 929

 1
 9484

O_X-thorax cito
(schedule)

60

 0,833
 29

 0,955
 316

B_Tracheostomie - percutaan
(complete)

20

 0,667
 17

C_s2 Shock, Cardiaal
(start)

47

 0,833
 32

 0,98
 153

O_SDD / SOD studie
(schedule)

131

 0,857
 80

O_Doppler perifere vaten
(schedule)

16

 0,75
 9

C_Bloeding waarvoor > 3 PC
(start)

15

 0,667
 9

B_Wisselligging
(complete)

64

 0,667
 45

C_Decompensatie na OK
(start)

3

 0,5
 1

C_Sternumwondinfectie
(start)

4

 0,5
 4

C_-Premature Slagen NNO
(start)

3

 0,5
 2

B_Laparotomie
(complete)

13

 0,5
 10

B_Jejunostomie
(complete)

2

 0,5
 2

C_Tamponade
(start)

7

 0,5
 4

B_Pleura Punctie
(start)

3

 0,5
 2

B_CPAP
(start)

18

 0,75
 12

B_Isolatie druppel
(start)

15

 0,667
 13

C_Hemorrhoiden bloedend
(start)

1

 0,5
 1

C_Ischemie waarvoor Re OK
(start)

9

 0,667
 3

C_Endocarditis
(start)

2

 0,5
 1

C_Cholecystitis, stenen
(start)

2

 0,5
 2

C_Thrombo-embolie art
(start)

2

 0,5
 2

C_Postanox encefalopat
(start)

3

 0,667
 3

O_Fenytoine
(schedule)

7

 0,5
 7

B_Decubitus zorg stadium 1
(complete)

3

 0,5
 3

B_Decubitus behandeling
(complete)

3

 0,5
 2

B_Isolatie Universeel
(complete)

2

 0,5
 1

 1
 13945

C_-VKF, atrium-flutter
(start)
181

 0,8
 168

 0,947
 179

 0,9
 43

 0,5
 5

 0,5
 13

C_Ileus
(start)

3

 0,667
 3

B_Isolatie druppel
(complete)

3

 0,5
 3

 0,5
 3

O_Lithium
(schedule)

1

 0,5
 1

C_Atelectase
(start)

6

 0,667
 6

B_Vacuum therapie
(complete)

6

 0,667
 6

B_Verband spalk
(complete)

2

 0,5
 2

 0,5
 2

B_Decubitus behandeling
(start)

4

 0,5
 4

O_BAL / Lavage
(schedule)

6

 0,5
 6

C_Leucopenie
(start)

1

 0,5
 1

O_Ascites kweek
(schedule)

2

 0,5
 2

O_Coloscopie
(schedule)

2

 0,5
 2

C_Pustuleuze afw
(start)

1

 0,5
 1

O_Liquor kweek
(schedule)

4

 0,667
 4

C_N Phrenicus Paralyse
(start)

1

 0,5
 1

 0,996
 534

 0,997
 533

 0,999
 1282

 0,964
 91

B_Fysiotherapie
(start)
371

 0,992
 244

 0,984
 86

B_Mobiliseren
(start)
237

 0,978
 106

O_Gastro / Duodenscopie
(schedule)

32

 0,667
 16

B_Bi-PAP
(complete)

5

 0,5
 3

B_Verpleegvorm boomstam
(start)

9

 0,5
 6

B_Verpleegvorm prikkelarm
(start)

6

 0,5
 5

O_Virus serologie
(schedule)

8

 0,5
 3

B_Verband gips
(start)

3

 0,667
 3

C_Decubitus stuit st. 2a
(start)

3

 0,5
 2

O_Paracetamol
(schedule)

2

 0,5
 1

B_Isolatie Beschermend
(start)

1

 0,5
 1

 0,98
 140

 0,98
 64

 0,944
 27

 0,75
 11

B_Wondzorg open thorax
(start)

10

 0,667
 8

 0,833
 22

O_ECG cito
(complete)

31

 0,812
 31

 0,889
 4

O_X-thorax cito
(complete)

53

 0,96
 49

O_Bloedkweek 2
(schedule)

258

 0,951
 230

O_Bloedkweek 1
(complete)

403

 0,955
 124

O_Cito GRAM + sputumkweek
(schedule)

97

 0,941
 23

O_Kweek bi/tri lumen cath.
(schedule)

61

 0,8
 8

O_Bloedkweek 3
(schedule)

14

 0,667
 7

O_Bloedkweek 2
(complete)

252

 0,944
 150

O_Sputum kweek
(schedule)

428

 0,939
 57

O_Faeces kweek
(schedule)

63

 0,833
 5

 0,938
 15

O_Cito GRAM + bronchuskweek
(schedule)

91

 0,933
 14

O_Kweek urinecatheter
(schedule)

30

 0,857
 7

 0,75
 11

O_Wegen dagelijks
(schedule)

158

 0,9
 99

O_Synacthen
(schedule)

55

 0,857
 15

C_s1 Shock, Septisch
(complete)

3

 0,5
 1

 0,857
 45

C_Myoclonieen
(start)

4

 0,5
 1

C_Dwarslaesie
(start)

1

 0,5
 1

O_Cito GRAM + sputumkweek
(complete)

94

 0,938
 39

O_Bloedkweek 3
(complete)

13

 0,833
 10

 0,9
 104

O_Keel kweek
(complete)

19

 0,5
 3

 0,8
 12

 0,875
 22

B_Reanimatie
(start)

26

 0,857
 15

 0,8
 87

B_IABP in op ICU
(start)

17

 0,667
 2

B_Ballonneren
(start)
317

 0,833
 67

B_Sonde-Voeding
(start)
365

 0,933
 86

B_Anus Praeter Naturalis
(start)

64

 0,8
 6

B_Bloedtoediening met druk
(complete)

4

 0,5
 2

O_Kweek sheath
(schedule)

7

 0,5
 2

B_Swan Ganz op ICU
(start)

18

 0,8
 4

 0,976
 135

B_PTCA
(start)

6

 0,5
 1

O_Ramsay-score
(complete)

3

 0,5
 2

B_Decubitus zorg stadium 3a
(start)

4

 0,5
 2

C_Polyurie (>40ml/kg/24u)
(start)

1

 0,5
 1

 0,667
 10

C_-VT
(complete)

2

 0,667
 2

 0,5
 2

 0,857
 8

 0,9
 289

B_IABP uit op ICU
(start)

1

 0,5
 1

 0,889
 93

B_PEG catheter
(complete)

3

 0,5
 1

C_-Brady / Aritmie
(complete)

2

 0,5
 1

B_O2 masker/neusslang
(complete)

213

B_Beademing gestart op ICU
(start)

61

 0,875
 20

B_NO beademing
(start)

1

 0,5
 1

B_Ontlastende LP bij druk
(complete)

1

 0,5
 1

O_Urine kweek
(schedule)

244

 0,946
 120

O_Urine kweek
(complete)

236

 0,97
 106

O_Benzodiazepines
(complete)

1

 0,5
 1

O_Kweek swan ganz
(schedule)

5

 0,5
 1

O_Kweek overige
(schedule)

49

O_Kweek overige
(complete)

47

 0,944
 44

 0,947
 201

 0,982
 168

O_Wond kweek
(complete)

88

 0,889
 7

O_Sigmoideoscopie
(complete)

3

 0,5
 1

O_Kweek perifeer infuus
(complete)

1

 0,5
 1

C_Exantheem / Rash
(start)

4

 0,5
 1

 0,833
 44

B_Duo luchtmatras
(start)
192

B_Wondzorg overig
(start)
270

 0,875
 24

C_Decubitus hak st. 1
(start)

2

 0,5
 1

 0,667
 2

 0,929
 386

B_Isolatie contact
(start)

7

 0,667
 2

B_Scleroseren GI bloeding
(start)

4

 0,5
 1

B_Pacemaker standby
(complete)

130

 0,857
 128

C_-Brady / Aritmie
(start)

22

 0,5
 4

 0,815
 83

B_Swan Ganz op OK
(complete)

100

 0,667
 26

 0,75
 8

 0,833
 52

B_Vernevelaar
(start)

25

 0,75
 12

 0,971
 54

 0,833
 317

B_Bezoek: afw. tijden
(start)

70

 0,857
 14

 0,909
 47

B_Bezoek: waken
(start)

52

 0,8
 14

B_Re OK
(start)

11

 0,5
 2

O_X-thorax 3 x p.w.
(complete)

4

 0,5
 1

B_Bezoek: kind. toegestaan
(start)

1

 0,5
 1

 0,917
 14

 0,909
 91

B_Weanen
(complete)

316

 0,8
 227

O_X TWK
(schedule)

1

 0,5
 1

C_Wondinfectie
(start)

3

 0,5
 1

B_Drain golf
(complete)

6

 0,5
 1

 0,8
 78

B_Tracheostoma/Tube LOS
(start)

85

 0,75
 53

O_IAP studie
(schedule)

2

 0,5
 1

 0,767
 106

O_Lab. 3x per week
(schedule)

10

 0,5
 1

O_Cystoscopie
(schedule)

1

 0,5
 1

 0,8
 142

 0,792
 31

 0,667
 5

 0,889
 11

 0,875
 29

 0,889
 94

B_Mobiliseren
(complete)

49

 0,667
 13

C_Oligurie (< 5 ml/kg/24u)
(complete)

5

 0,5
 3

C_Fibro-proliferatieve ARDS
(start)

5

 0,667
 3

C_-SVT, paroxysmaal
(complete)

4

 0,5
 2

 0,5
 4

O _ B EE
(complete)

290

 0,982
 282

O_EMV score
(complete)

3

 0,5
 1

 0,966
 271

 0,992
 269

O_Pulmonalis angio
(schedule)

1

 0,5
 1

C_Diabetes Insipides
(start)

1

 0,5
 1

C_Convulsie(s)
(start)

2

 0,5
 1

 0,8
 5

O_Sputum kweek
(complete)

405

 0,985
 391

O_Kweek peritoneum
(complete)

7

 0,5
 2

O_Virus serologie
(complete)

8

 0,5
 1

O_I.V Catheter kweek overig
(schedule)

29

 0,75
 6

 0,965
 170

C_s4 Shock, Onbekend
(start)

6

 0,5
 2

C_Bronchitis (mogelijk)
(start)

2

 0,5
 2

O_Huiduitstrijk Oksel Li /R
(complete)

2

 0,5
 2

O_Ascites kweek
(complete)

2

 0,5
 2

 0,75
 5

 0,75
 11

 0,833
 32

 0,857
 53

B_Isolatie beschermende
(start)

1

 0,5
 1

 0,667
 6

 0,75
 105

B_Anus Praeter Naturalis
(complete)

3

 0,5
 1

 0,8
 33

 0,571
 34

 0,667
 2

 0,85
 21

 0,972
 120

O_X-thorax op aanvraag
(schedule)

157

 0,872
 141

 0,823
 53

O_X-thorax dagelijks
(complete)

331

 0,909
 252

O_ECG 3 x p.w.
(schedule)

27

 0,706
 14

 0,8
 72

 0,889
 6

B_Cardioversie
(complete)

80

 0,815
 74

 0,75
 6

O_Methyl blauw/ fistulogram
(schedule)

2

 0,5
 1

 0,8
 31

O_ECG op aanvraag
(complete)

42

 0,667
 3

 0,833
 36

B_IABP uit op ICU
(complete)

1

 0,5
 1

O_Faeces kweek
(complete)

60

 0,975
 60

C_Candida kolonisatie
(start)

1

 0,5
 1

 0,955
 54

O_Lumbaal Punctie
(schedule)

5

 0,5
 1

 0,667
 17

O_Vancomycine dal / top
(complete)

28

 0,889
 13

 0,857
 27

B_Ballonneren
(complete)

216

 0,75
 97

 0,667
 2

B_Bronchiaal toilet
(complete)

247

 0,667
 4

 0,5
 1

 0,909
 32

 0,857
 14

B_Sonde-Voeding
(complete)

159

 0,769
 18

B_Catheter epiduraal
(complete)

39

 0,8
 7

B_Intermit. Haemo Dialyse
(complete)

14

 0,667
 4

O_X-thorax op aanvraag
(complete)

28

 0,667
 8

O_Coloscopie
(complete)

2

 0,5
 1

 0,667
 6

 0,875
 22

B_Drain(s) sump
(complete)

2

 0,5
 1

B_CPAP
(complete)

14

 0,571
 6

 0,889
 30

 0,75
 27

B_CVVH
(start)

87

 0,833
 19

 0,833
 28

 0,8
 8

 0,909
 35

 0,909
 4

O_kweek pacemakerdraad
(schedule)

3

 0,5
 1

O_Ramsay-score
(schedule)

5

 0,5
 1

O_X-thorax 3 x p.w.
(schedule)

22

 0,615
 13

 0,667
 11

C_Decompensatie geen OK
(start)

4

 0,5
 1

C_Hepatitis, drug induced
(complete)

1

 0,5
 1

 0,667
 18

C_Ischemie, Myocard
(complete)

1

 0,5
 1

 0,667
 14

O_SDD rectumkweek Ma/Do
(schedule)

300

 0,959
 282

O_SDD sputumkweek Ma/Do
(schedule)

288

 0,974
 277

O_SDD rectumkweek Ma/Do
(complete)

246

 0,75
 23

O_SDD sputumkweek Ma/Do
(complete)

232

 0,923
 214

O_SDD keelkweek Ma/Do
(complete)

240

 0,974
 208

O_SDD / SOD studie
(complete)

37

 0,833
 21

 0,766
 112

 0,875
 40

C_Longbloeding
(start)

3

 0,5
 1

 0,984
 203

B_Orthopaedische tractie
(complete)

2

 0,5
 1

B_Decubitus zorg stadium 4a
(start)

3

 0,5
 1

 0,5
 4

B_Extubatie
(complete)

198

 0,96
 198

 0,8
 17

 0,889
 23

 0,938
 168

 0,8
 41

 0,984
 168

O_Lithium
(complete)

1

 0,5
 1

 0,812
 167

O_IAP studie
(complete)

1

 0,5
 1

 0,909
 33

C_Intra-peritoneaal Abces
(complete)

1

 0,5
 1

B_Maagsonde
(complete)

894

 0,857
 123

B_Doorbewegen
(complete)

30

 0,8
 18

C_Hypertensie
(start)

1

 0,5
 1

B_Decubitus zorg stadium 3a
(complete)

2

 0,5
 1

 0,929
 15

 0,923
 16

B_Drain(s) redon
(complete)

66

 0,8
 60

B_Necrotomie
(start)

5

 0,5
 1

 0,989
 112

 0,955
 101

 0,947
 38

 0,947
 118

 0,911
 128

 0,917
 73

B_Fysiotherapie
(complete)

16

 0,667
 5

B_Plasmaforese
(start)

5

 0,5
 2

B_Intermit. catheteriseren
(start)

28

 0,769
 16

B_Blaasspoelen
(start)

12

 0,75
 4

 0,667
 2

B_Intermit. Haemo Dialyse
(start)

43

 0,833
 29

B_Blaasspoelen
(complete)

5

 0,5
 1

 0,8
 77

B_ E R C P
(start)

2

 0,5
 1

 0,923
 10

 0,889
 71

 0,952
 70

 0,947
 9

 0,889
 45

 0,75
 18

 0,875
 49

 0,833
 97

 0,8
 1

C_Leverfalen
(start)

2

 0,5
 1

O_ECHO Buik
(complete)

26

 0,938
 25

O_Echo perifere vaten
(schedule)

3

 0,5
 1

 0,667
 24

 0,5
 1

 0,8
 4

B_Oogzalven / druppelen
(start)
102

 0,8
 12

B_Bezoek: waken
(complete)

27

 0,667
 19

O_Bronchoscopie
(schedule)

28

 0,75
 3

O_Gastro / Duodenscopie
(complete)

24

 0,929
 20

O_Pleurapunctie
(schedule)

3

 0,5
 1

O_Bronchoscopie
(complete)

26

 0,909
 25

O_Tracheaspoeling
(schedule)

1

 0,5
 1

O_EEG
(complete)

5

 0,667
 5

 0,889
 20

C_Addisson / Bijnier Insuff
(start)
117

 0,667
 33

C_Acute Lung Injury
(start)

1

 0,5
 1

 0,8
 20

O_Tracheaspoeling
(complete)

1

 0,5
 1

 0,5
 4

B_Jejunumsonde
(start)

31

 0,667
 8

 0,8
 24

 0,5
 1

 0,8
 14

C_Bloeding waarvoor > 3 PC
(complete)

4

 0,5
 1

 0,75
 43

 0,9
 42

C_Bloeding waarvoor reOK
(complete)

12

 0,667
 3

B_Re OK
(complete)

10

 0,75
 10

 0,5
 1

 0,933
 82

B_Brochusscopie
(complete)

14

 0,667
 2

B_Intubatie
(complete)

95

 0,75
 6

 0,875
 113

O_Gentamycine dal / top
(complete)

115

 0,932
 115

 0,912
 99

 0,833
 37

 0,833
 23

 0,875
 20

 0,667
 8

C_Rethoratocomie
(start)

6

 0,667
 4

 0,5
 3

 0,7
 13

B_Decubitus zorg stadium 4b
(complete)

1

 0,5
 1

 0,8
 8

O_CT-buik
(complete)

31

 0,929
 24

 0,833
 26

O_CT-schedel
(complete)

26

 0,75
 3

C_Pancreatitis
(start)

2

 0,5
 1

 0,5
 11

 0,5
 1

 0,5
 4

 0,5
 1

 0,947
 32

 0,973
 50

O_Kweek tracheostoma
(schedule)

1

 0,5
 1

 0,947
 71

 0,933
 18

B_Verwijderen tampon
(start)

1

 0,5
 1

O_Kweek tracheostoma
(complete)

1

 0,5
 1

B_Verwijderen tampon
(complete)

1

 0,5
 1

 0,5
 1

 0,833
 9

B _ E R C P
(complete)

2

 0,5
 1

 0,8
 49

 0,5
 1

 0,857
 46

 0,5
 1

 0,667
 6

 0,983
 128

B_Jejunostomie
(start)

22

 0,667
 4

 0,667
 5

B_Nefrostomie catheter R
(start)

8

 0,8
 4

 0,667
 2

 0,75
 41

C_Aspiratie
(complete)

1

 0,5
 1

C_s4 Shock, Onbekend
(complete)

1

 0,5
 1

 0,5
 2

 0,5
 1

 0,667
 27

 0,667
 3

 0,833
 16

 0,75
 48

B_Reintubatie
(start)

77

 0,912
 32

B_Intubatie
(start)
102

 0,875
 32

 0,75
 9

C_Stridor
(complete)

1

 0,5
 1

 0,8
 67

B_Reintubatie na Autoext
(complete)

14

 0,667
 2

 0,667
 10

B_Verwijderen Agraves
(complete)

5

 0,8
 5

 0,5
 4

 0,667
 5

 0,5
 2

C_Shock, Anaphylactisch
(complete)

3

 0,667
 3

 0,857
 27

O_Cito GRAM + bronchuskweek
(complete)

86

 0,962
 86

 0,864
 40

B_Brochusscopie
(start)

15

 0,5
 1

 0,75
 13

C_Atelectase
(complete)

2

 0,5
 1

 0,75
 13

 0,5
 1

 0,667
 6

O_Sinus kweek
(schedule)

5

 0,667
 3

O_Sinus kweek
(complete)

5

 0,5
 4

 0,5
 1

 0,5
 1

 0,667
 2

O_Coronair angiogram
(complete)

5

 0,667
 5

 0,667
 5

 0,5
 2

 0,667
 4

 0,5
 5

 0,667
 8

B_Amputatie Extremiteit
(complete)

2

 0,5
 1

 0,857
 86

 0,75
 23

O_CT bekken
(schedule)

1

 0,5
 1

 0,8
 17

O_X been
(complete)

2

 0,5
 1

 0,5
 2

 0,8
 12

B_Beademing gestart op ICU
(complete)

46

 0,8
 22

 0,667
 2

B_Oogglazen
(complete)

2

 0,5
 1

C_Dehiscentie
(start)

3

 0,667
 2

 0,667
 3

 0,667
 4

 0,5
 1

 0,5
 4

 0,833
 25

O_TEE
(complete)

79

 0,925
 59

O_Synacthen
(complete)

53

 0,972
 53

B_Air fluid bed
(start)

42

 0,9
 40

 0,75
 11

 0,95
 22

 0,824
 21

 0,909
 30

 0,857
 19

 0,8
 25

C_reOK ivm pleuravocht
(start)

1

 0,5
 1

 0,875
 16

 0,5
 9

 0,75
 29

B_Reintubatie na Autoext
(start)

14

 0,917
 12

O_X TWK
(complete)

1

 0,5
 1

 0,5
 1

 0,75
 7

 0,5
 1

O_X arm
(schedule)

1

 0,5
 1

 0,5
 1

 0,5
 5

 0,8
 24

C_Pneumothorax
(complete)

11

 0,75
 4

 0,667
 7

 0,792
 39

 0,5
 4

 0,5
 4

O_Kweek sheath
(complete)

7

 0,8
 7

 0,5
 7

 0,8
 7

 0,833
 20

 0,667
 14

 0,667
 6

 0,667
 2

 0,731
 27

O_kweek pacemakerdraad
(complete)

3

 0,5
 3

 0,5
 2

O_Kweek bi/tri lumen cath.
(complete)

58

 0,967
 57

O_Kweek liescatheter art
(schedule)

1

 0,5
 1

 0,8
 24

 0,5
 1

 0,625
 25

C_Decubitus overig st. 4b
(start)

1

 0,5
 1

 0,889
 17

 0,5
 1

 0,5
 1

 0,857
 6

 0,5
 1

 0,8
 13

 0,5
 13

 0,5
 3

 0,667
 26

O_X  b.o.z.
(schedule)

10

O_X  b.o.z.
(complete)

10

 0,833
 10

 0,75
 10

 0,667
 18

O_Kweek art. lijn
(complete)

12

 0,833
 12

 0,8
 12

 0,941
 52

O_Kweek liescatheter art
(complete)

1

 0,5
 1

 0,889
 9

 0,5
 1

 0,8
 14

B_Decubitus zorg stadium 4a
(complete)

1

 0,5
 1

O_Digoxine
(schedule)

1

 0,5
 1

 0,5
 1

 0,667
 9

O_Kweek liescatheter veneus
(complete)

10

 0,833
 10

 0,75
 8

 0,5
 1

 0,5
 10

 0,5
 2

 0,8
 15

C_Nosocomiale Pneumonie
(complete)

2

 0,5
 1

 0,5
 1

 0,5
 3

 0,8
 7

 0,75
 6

 0,667
 5

B_Clysmeren
(complete)

13

 0,857
 9

 0,5
 10

 0,75
 22

B_Rethoratocomie op OK
(start)

43

 0,75
 6

 0,75
 47

 0,8
 30

 0,667
 1

 0,667
 12

 0,667
 20

 0,667
 1

 0,667
 15

B_Nefrostomie catheter L
(complete)

1

 0,5
 1

 0,75
 3

 0,8
 9

 0,667
 6

B_Halsinf./subclavia op Ok
(complete)

28

 0,833
 9

 0,75
 3

 0,833
 28

 0,889
 9

 0,667
 18

 0,667
 4

 0,667
 2

 0,75
 4

 0,667
 2

 0,8
 3

 0,667
 4

 0,75
 5

 0,8
 6

O_Echo nier blaas prostaat
(complete)

15

 0,917
 15

 0,8
 10

 0,667
 2

 0,75
 7

B_Laparotomie
(start)

13

 0,625
 12

C_Naadlekkage
(complete)

1

 0,5
 1

 0,667
 5

 0,667
 1

 0,667
 6

O_Tobramycine dal / top
(complete)

18

 0,769
 13

 0,625
 15

 0,5
 2

 0,5
 6

 0,667
 2

 0,5
 1

 0,5
 2

 0,5
 3

 0,667
 3

 0,75
 5

 0,667
 2

 0,75
 8

 0,5
 1

 0,667
 5

 0,667
 2

 0,5
 1

 0,857
 21

 0,5
 1

 0,5
 3

O_Kweek swan ganz
(complete)

5

 0,667
 5

 0,5
 1

 0,889
 5

O_Pleura vocht kweek
(complete)

26

 0,824
 21

 0,75
 8

O_Kweek urinecatheter
(complete)

28

 0,833
 28

 0,75
 24

 0,5
 2

 0,667
 2

O_I.V Catheter kweek overig
(complete)

27

 0,929
 25

 0,833
 23

C_Candidaemie
(start)

3

 0,5
 1

 0,5
 2

 0,667
 3

 0,667
 16

 0,8
 14

 0,5
 1

 0,5
 1

 0,9
 10

 0,5
 1

 0,667
 4

 0,5
 2

 0,5
 1

C_Rethoratocomie
(complete)

1

 0,5
 1

 0,5
 1

 0,667
 2

 0,75
 4

 0,5
 1

C_Decubitus stuit st. 2b
(start)

2

 0,5
 1

 0,5
 1

O_Cystoscopie
(complete)

1

 0,5
 1

 0,5
 1

 0,667
 5

O_CT thorax
(complete)

14

 0,833
 14

 0,75
 11

O_Pleurapunctie
(complete)

3

 0,667
 3

 0,5
 3

 0,667
 1

 0,5
 1

 0,833
 14

 0,667
 6

 0,5
 2

 0,75
 4

 0,667
 15

B_Defibrilatie
(start)

14

 0,75
 8

C_-VF
(complete)

5

 0,667
 4

 0,8
 11

 0,5
 6

 0,8
 24

 0,667
 3

 0,667
 4

 0,5
 4

 0,8
 5

 0,5
 1

 0,75
 5

 0,5
 1

 0,5
 1

 0,5
 1

 0,857
 20

 0,909
 5

 0,667
 5

 0,5
 1

 0,667
 14

O_Wond inspectie
(complete)

1

 0,5
 1

 0,5
 1

 0,5
 1

 0,75
 3

 0,5
 1

 0,75
 5

 0,5
 2

 0,75
 7

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

C_Addisson / Bijnier Insuff
(complete)

2

 0,5
 1

 0,5
 1

 0,5
 1

 0,75
 4

 0,909
 3

C_Bacteriemie
(complete)

1

 0,5
 1

C_Empyeem
(complete)

1

 0,5
 1

C_Bronchitis (klinisch)
(complete)

1

 0,5
 1

C_Decompensatie na OK
(complete)

1

 0,5
 1

C_Anurie (<1ml/kg/24u)
(complete)

1

 0,5
 1

 0,5
 4

 0,5
 1

 0,5
 7

C_Ischemie waarvoor Re OK
(complete)

2

 0,5
 1

 0,5
 3

 0,5
 1

 0,667
 5

 0,5
 2

 0,5
 2

 0,5
 2

 0,5
 1

 0,5
 6

 0,667
 6

 0,5
 1

 0,667
 4

 0,667
 2

 0,75
 4

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

O_Lumbaal Punctie
(complete)

5

 0,667
 5

 0,667
 4

 0,667
 15

O_Toxicologie
(complete)

2

 0,667
 2

 0,5
 2

 0,5
 2

O_24 uurs urine Na Creat Ur
(complete)

1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

B_T drain
(start)

1

 0,5
 1

 0,5
 1

 0,5
 3

 0,5
 1

 0,5
 3

 0,5
 3

 0,5
 1

 0,667
 2

 0,5
 2

 0,5
 2

 0,5
 1

 0,5
 1

 0,5
 4

 0,667
 2

 0,5
 1

O_BAL / Lavage
(complete)

6

 0,75
 5

O_Biopsie
(schedule)

2

 0,5
 1

 0,667
 5

O_Biopsie
(complete)

2

 0,5
 1

 0,5
 2

 0,5
 1

C_Thrombo-embolie art
(complete)

1

 0,5
 1

 0,5
 1

 0,667
 5

 0,5
 1

 0,5
 1

O_Transthoracaal ECHO
(complete)

10

 0,75
 10

 0,5
 8

 0,5
 2

 0,5
 1

 0,667
 9

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 3

 0,75
 9

 0,667
 4

 0,5
 4

 0,667
 1

 0,5
 1

 0,5
 1

 0,667
 2

 0,5
 3

 0,5
 9

 0,8
 14

 0,667
 4

 0,5
 1

 0,5
 1

 0,5
 3

 0,75
 7

 0,5
 1

 0,5
 1

 0,5
 2

 0,5
 1

 0,5
 3

 0,5
 1

 0,5
 3

 0,5
 2

O_Paracetamol
(complete)

1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

 0,8
 13

 0,5
 2

 0,5
 1

 0,5
 1

 0,667
 1

 0,5
 1

 0,5
 1

C_Convulsie(s)
(complete)

2

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

 0,667
 5

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 3

 0,5
 1

 0,5
 1

 0,5
 2

 0,5
 1

B_Donor Weefsel
(start)

1

 0,5
 1

 0,5
 1

 0,5
 2

 0,667
 5

 0,667
 2

 0,5
 1

B_Ureter catheter R
(start)

4

 0,667
 2

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

 0,75
 8

B_Decubitus zorg stadium 2a
(complete)

1

 0,5
 1

 0,5
 1

 0,667
 2

 0,5
 1

C_Decubitus hak st. 3a
(start)

1

 0,5
 1

C_Decubitus overig st. 3a
(start)

1

 0,5
 1

 0,5
 1

 0,667
 2

 0,5
 3

 0,8
 2

 0,5
 1

 0,5
 4

 0,5
 1

 0,667
 2

 0,667
 2

C_Hypotensie
(complete)

1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 2

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 2

 0,5
 1

 0,5
 1

 0,5
 1

 0,25
 2

 0,667
 3

O_Fenytoine
(complete)

7

 0,667
 4

O_Liquor kweek
(complete)

4

 0,667
 4

 0,75
 3

 0,75
 7

C_Colitis, pseudomembraneus
(complete)

1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

C_Lijn sepsis
(complete)

1

 0,5
 1

 0,5
 1

 0,5
 1

 0,667
 2

 0,5
 1

 0,5
 2

 0,5
 1

 0,5
 1

 0,667
 2

B_Horizontaal
(start)

1

 0,5
 1

 0,5
 2

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 2

 0,5
 2

 0,5
 1

 0,5
 1

 0,5
 3

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 2

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

B_Horizontaal
(complete)

1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

C_Druk necrose elders
(start)

1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

B_Isolatie Beschermend
(complete)

1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

O_Digoxine
(complete)

1

 0,5
 1

Fig. 3 Spaghetti process describing the diagnosis and treatment of 2765 patients
in a Dutch hospital [3]. The process model was constructed based on an event log
containing 114,592 events. There are 619 different activities (taking event types
into account) executed by 266 different individuals (doctors, nurses, etc.)

We have developed various techniques to simplify such models and extract
meaningful knowledge from them. In fact, it radically changed our under-
standing of process modeling and process models.

3 Play-In, Play-Out, and Replay

One of the key elements of process mining is the emphasis on establishing
a strong relation between a process model and “reality” captured in the
form of an event log [3]. Inspired by the terminology used by David Harel
in the context of Live Sequence Charts [13], we use the terms Play-In, Play-
Out, and Replay to reflect on this relation. Figure 4 illustrates these three
notions.

Play-Out refers to the classical use of process models. For example, given
a Petri net or BPMN model, it is possible to generate behavior. The traces
in Table 1 could have been obtained by repeatedly “playing the token game”
using the Petri net of Fig. 1. Play-Out can be used both for the analysis
and the enactment of business processes. A workflow engine can be seen
as a “Play-Out engine” that controls cases by only allowing the “moves”
possible according to the model. Hence, Play-Out can be used to enact op-
erational processes using some executable model. Simulation tools also use
a Play-Out engine to conduct experiments. The main idea of simulation is
to repeatedly run a model and thus collect statistics and confidence inter-
vals. Note that a simulation engine is similar to a workflow engine. The
main difference is that the simulation engine interacts with a modeled en-
vironment whereas the workflow engine interacts with the real environment
(workers, customers, etc.). Also classical verification approaches using ex-
haustive state-space analysis – often referred to as model checking [12] –
can be seen as Play-Out methods.
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event log process model

Play-In

event logprocess model

Play-Out

event log process model

Replay

· extended model 

showing times, 

frequencies, etc.

· diagnostics

· predictions

· recommendations

Fig. 4 Three ways of relating event logs (or other sources of information contain-
ing example behavior) and process models: Play-In, Play-Out, and Replay

Play-In is the opposite of Play-Out, i.e., example behavior is taken as
input and the goal is to construct a model. Play-In is often referred to as
inference. The α-algorithm and other process discovery approaches are ex-
amples of Play-In techniques. Note that the Petri net of Fig. 1 can be derived
automatically given an event log like the one in Table 1. Most data mining
techniques use Play-In, i.e., a model is learned on the basis of examples.
However, traditionally, data mining has not been concerned with process
models [3]. Typical examples of models that are considered by data mining
techniques are decision trees (“people that drink more than five glasses of
alcohol and smoke more than 56 cigarettes tend to die young”) and associ-
ation rules (“people that buy diapers also buy beer”) [23]. Unfortunately, it
is not possible to use conventional data mining techniques to Play-In pro-
cess models. Only recently, process mining techniques have become readily
available to discover process models based on event logs.
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Replay uses an event log and a process model as input. The event log is
“replayed” on top of the process model. As shown earlier, it is possible to
replay trace 〈a, b, d, e, h〉 on the Petri net in Fig. 1; simply “play the token
game” by forcing the transitions to fire (if possible) in the order indicated.
An event log may be replayed for different purposes:

– Conformance checking : discrepancies between the log and the model can
be detected and quantified by replaying the log. For instance, replaying
trace 〈a, b, e, h〉 on the Petri net in Fig. 1 will show that d should have
happened but did not (cf. alignment γ1 with g replaced by h).

– Extending the model with frequencies and temporal information. By re-
playing the log one can see which parts of the model are visited fre-
quently. Replay can also be used to detect bottlenecks. Consider, for
example, the trace 〈a8, b9, d20, e21, h21〉 in which the superscripts denote
timestamps. By replaying the trace on top of Fig. 1 one can see that
e was enabled at time 20 and occurred at time 21. The enabling of e
was delayed by the time it took to complete d; although d was enabled
already at time 8, it occurred only at time 20.

– Constructing predictive models. By replaying event logs one can build
predictive models, i.e., for the different states of the model particular
predictions can be made. For example, a predictive model learned by
replaying many cases could show that the expected time until completion
after enabling e is eight hours.

– Operational support. Replay is not limited to historic event data. One
can also replay partial traces of cases still running. This can be used
for detecting deviations at run-time, e.g., the partial trace 〈a8, e11〉 of a
case that is still running will never fit into Fig. 1. Hence, an alert can be
generated before the case completes. Similarly, it is possible to predict
the remaining processing time or the likelihood of being rejected of a
case having a partial trace, e.g., a partial executed case 〈a8, b9〉 has an
expected remaining processing time of 3.5 days and a 40 percent proba-
bility of being rejected. Such predictions can also be used to recommend
suitable next steps to progress the case.

Until recently, the focus of process analysis was mostly on modeled pro-
cesses rather than factual data. However, practical experiences with Play-In
and Replay shed new light on the quality of process models. The next section
summarizes some of the lessons learned.

Clearly, process mining is only possible if it is possible to obtain enough
high-quality event data. Events may be stored in database tables, message
logs, mail archives, transaction logs, and other data sources. More impor-
tant than the storage format, is the quality of such event logs. The quality
of a process mining result heavily depends on the input. Therefore, event
logs should be treated as first-class citizens in the information systems sup-
porting the processes to be analyzed. Unfortunately, event logs are often
merely a “by-product” used for debugging or profiling. Moreover, as event
logs contain only sample behavior, they should not be assumed to be com-



12 W.M.P. van der Aalst

plete. Process mining techniques need to deal with incompleteness by using
an “open world assumption”: the fact that something did not happen does
not imply that it cannot happen. This makes it challenging to deal with
small event logs with a lot of variability. Despite these challenges it is obvi-
ous that there is an exponential growth of event data and that the quality
of event data continue to improve as IT systems become more pervasive.

4 Seven Problems Related to Process Modeling

As indicated earlier, we have applied process mining (in particular our pro-
cess mining tool ProM) in more than 100 organizations [3]. This changed
the way we view models and provides useful input for answering the ques-
tion “What Makes a Good Process Model?”. In particular, we noted typical
limitations of process models and errors frequently made when modeling a
process. In the remainder, we identify some root causes for the ineffective-
ness or futility of many business process models based on insights obtained
through process mining.

4.1 First Problem: Aiming for one model that suits all purposes

Often modelers aim to create one “perfect process model” that needs to
serve all possible purposes. However, a process model is merely a view on
the process. Depending on the questions that need to be answered, different
views may be needed. Nevertheless, designers often look for a kind of “holy
grail”, i.e., the process model that can be used to answer all questions.
Obviously, such a model does not exist.

When discovering process models on the basis of event logs, it becomes
evident that process models should be seen as maps (cf. Figure 5). There
may be highway maps, city maps, bicycle maps, boating maps, and hiking
maps covering (parts of) the same area. Some elements may not be shown
while other elements are emphasized. Some maps may show a larger area
with less detail (cf. Figure 5(a)) whereas other maps show a smaller area
with more details (cf. Figure 5(b)). When cycling another map is desired
showing the bicycle paths (cf. Figure 5(c)). Similarly, depending on the in-
tended purpose (discussion, bottleneck analysis, auditing, simulation, etc.),
different process models are needed. Therefore, one should not focus on the
quality of single maps but concentrate on the ability to generate different
maps that suit specific purposes.

4.2 Second Problem: Straitjacketing smaller interacting processes into one
monolithic model

Existing business process modeling notations such as BPMN, BPEL, UML
activity diagrams, YAWL and WF-nets, are mostly used to describe the
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(a) map of Brisbane (zoomed-out) (b) map of Brisbane (zoomed-in)

(c) bicycle map showing bicycle paths
(d) map showing real-estate for sale

(e) map showing traffic 

jams (red roads are 

congested, green 

roads show flowing 

traffic)

Fig. 5 Process models can be viewed as maps. For the same process there may
be multiple maps (depending on the desired level of detail and use). Moreover,
information may be projected on such maps thus “breathing life” into otherwise
static/abstract views on reality

life-cycle of one process instance in isolation. We refer to such models as
monolithic. Note that a monolithic model may be hierarchical, i.e., activities
at one level are decomposed into subprocesses. However, all activities at all
the different levels refer to status changes of the same process instance.
Of course a process may be instantiated multiple times, but the interaction
between instances (other than the competition for resources) is not modeled.
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Monolithic process models are typically unable to adequately capture real-
life processes

Order

Customer : CustID

Amount : Euro

Created : DateTime

Paid : DateTime

Completed : DateTime

Orderline

Product : ProdID

NofItems : PosInt

TotalWeight : Weight

Entered : DateTime

BackOrdered : DateTime

Secured : DateTime

Delivery

DelAddress : Address

DelDate : Date

1 1..* 0..11..*
OrderID : OrderID

OrderID : OrderID

OrderLineID : OrderLineID

DelD : DelD

DelD : DelD

Fig. 6 Class diagram showing the relations between orders, order lines, and de-
liveries

To illustrate the problem consider the class diagram in shown in Fig. 6.
Orders consist of one or more orderlines. An order may be decomposed into
multiple deliveries and a delivery may be composed of orderlines originating
from different orders of the same customer. For example, a customer places
an order for three books. One week later, she places an order for two more
books. Of the books ordered initially, only two can be delivered immedi-
ately. The book that could not be delivered in the first week is delivered
together with the two books ordered in the second week. This shows that
there is a many-to-many relationship between orders and deliveries. There
are different types of events not shown in Fig. 6. For example, “customer
places an order”, “customer pays for the order”, “availability of orderline
is checked”, “delivery is shipped”, etc. It is relatively easy to model the
life-cycles of orders, orderlines, and deliveries in separate diagrams. How-
ever, mainstream notations do not allow for the modeling of the interactions
between these individual life-cycles. For example, in BPMN one needs to
straitjacket things into one diagram modeling a single instance in isolation.
Of course a BPMN diagram describes a process at the type level, i.e., the
process may be instantiated for many instances. However, interactions be-
tween instances are not modeled. (Note that we are not referring to message
flows connecting different pools in BPMN [18].) Modern workflow languages
like YAWL support so-called “multiple instance tasks”. This allows for the
embedding of “smaller instances” (e.g., orderlines) into “larger instances”
(e.g., orders). However, this does not solve the problem of faithfully model-
ing the many-to-many relationship between orders and deliveries. The first
workflow language not forcing the designer to straitjacket smaller interacting
processes into one monolithic model was the Proclets language [5]. Recently,
such notations gained more attention and are now commonly referred to as
“artifact centric” [9].

The problem just described surfaces when applying process mining tech-
niques to end-to-end processes using data from systems such as SAP, Oracle,
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and Peoplesoft [3]. Nevertheless, process modelers try to squeeze such pro-
cesses into a monolithic model. A nice example can be found in SAP’s Ref-
erence Model which describes more than 600 standard processes supported
by the SAP system [16]. One of these processes deals with the handling of
job applications and the management of open positions. In SAP’s process
model some of the activities deal with a single job application whereas oth-
ers deal with a single open position. This is put together in a single model
where both types of activities are connected, i.e., job and position instances
are mixed up. Obviously, this does not make any sense, e.g., there may be
many applications for the same position that all need to be dealt with con-
currently. This is a common mistake; good models do not mix-up different
types of instances.

4.3 Third Problem: Using static hierarchical decomposition as the only
abstraction mechanism

Most process modeling notations support some notion of hierarchy. In prin-
ciple, such hierarchy concepts are useful. The designer can hide details at
lower levels. However, often the hierarchy is static and static decomposition
is the only way of abstraction. The distribution of activities over the various
levels in the hierarchy cannot be varied and low-level connections surface
at higher levels.

We explain this problem using the metamorphic relation between pro-
cesses and maps mentioned earlier. Consider for example the zooming func-
tionality of Google Maps. Note that, while zooming out, insignificant things
are either left out or dynamically clustered into aggregate shapes (e.g.,
streets and suburbs amalgamate into cities). See Figure 5(a)-(b) as an illus-
tration. Note that hierarchical decomposition cannot be used to relate both
maps. Important roads (e.g., highways) may be visible at all levels whereas
insignificant roads disappear or amalgamate into suburbs.

Navigation systems and applications such as Google Maps provide such
a seamless zoom. Traditionally, process models are static, e.g., it is impos-
sible to seamlessly zoom in to see part of the process in more detail. To
deal with larger processes, typically a static hierarchical decomposition is
used. In such a hierarchy, a process is composed of subprocesses, and in
turn these subprocesses may be composed of smaller subprocesses. How-
ever, despite the hierarchy the “true level of detail” is constant for all levels.
Activities in two different subprocesses can only be connected if there is a
connection at the higher level. Therefore, one cannot abstract from details
at higher levels, i.e., details are encapsulated but not removed. From a sys-
tem’s design perspective this can be justified easily. However, when the goal
is to make understandable models, a single static hierarchical decomposition
is insufficient. The hierarchy should be dynamic and the model presented
should, if desired, also leave out things less relevant. Note that a geographic
map may leave out many details that become only visible when zooming in.
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The fact that there is no highway connecting two cities does not imply that
there cannot be a dirt road connecting these cities. Yet, static hierarchical
decomposition forces the designer to implicitly show the dirt road at all
levels. Metaphorically speaking: the dirt road needs to be hidden under a
“virtual highway” at the higher level.

Note that this problem is related to the first problem identified (Sec-
tion 4.1). Classically, a model supports just one abstraction level. We ad-
vocate support for varying abstraction levels (seamless zoom and selection
capabilities).

4.4 Fourth Problem: Modeling humans as if they are machines doing a
single task

Process modeling is not limited to control-flow, e.g., when making a sim-
ulation model it is vital to also model resources. However, the resource
perspective is often modeled in a rather shallow manner, e.g., tasks and
resource are just connected through roles. Although simple mathematical
models may suffice to model machines or people working in an assembly
line, they are inadequate when modeling people involved in multiple pro-
cesses and exposed to multiple priorities [2,6]. A worker who is involved in
multiple processes needs to distribute his attention over these. This makes
it difficult to model one process in isolation. Workers also do not work
at constant speed. Figure 7 visualizes the so-called “Yerkes-Dodson law of
arousal” that describes the relation between workload and performance of
people [2,24]. In most processes one can easily observe that people typically
take more time to complete a task and effectively work fewer hours per day
if there is hardly any work to do. Unfortunately, such phenomena are sel-
dom modeled thus making process models incomplete. For example, most
simulation models involving human actors distributing their attention over
multiple processes are unable to correctly predict response times and flow
times.

p
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d

workload/stress-level

low workload does 

not stimulate 

people to work fast

optimal workload

workload 

is too 

high

Fig. 7 Yerkes-Dodson law of arousal
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Through process mining one can easily observe that people behave dif-
ferent from machines. For example, it may be that long waiting times are
caused by workers spending just a few hours per month on the process (e.g.,
a manager that needs to approve each request formally). Moreover, Yerkes-
Dodson law of arousal can be observed in many processes where both the
start and completion times of activities are recorded.

4.5 Fifth Problem: Being vague about vagueness

In large organizations, process models often serve as the interface between
“IT” and “Business”. IT developers and system analysts prefer detailed
and relatively precise models without any consideration for business as-
pects whereas domain experts and managers prefer informal models focus-
ing on non-technical business-related aspects. As a result, the audience for
a particular process model can be rather diverse. This creates all kinds of
interpretation problems where one group associates more meaning to parts
of the model than others. The solution is not to remove all ambiguity by
enforcing the use of formal specifications; there is a clear need for vagueness
to make models comprehensible [14]. Unfortunately, most process models
do not show whether parts of it are vague or not.

Consider for example BPMN and the empirical study presented in [17].
The BPMN language offers many constructs, but most users understand
and use only a small subset. An expert may read a BPMN model as if it
was an executable workflow model, whereas a domain expert may view the
model as just a PowerPoint diagram without any formal meaning. In other
words: most models are “vague about vagueness”.

Process mining can be used to get grip on the explicit representation
of vagueness. We often aim at creating a model that explains 100% of the
observed behavior. However, one can also aim at creating a so-called “80/20
model”, i.e., the process model describes 80% of the behavior seen in the
log. This model is typically relatively simple because often the remaining
20% of the log account for 80% of the variability in the process. Consider
for example the process model shown Fig. 3. This model can be simplified
dramatically by focusing on the most frequent activities and/or by leaving
out less frequent paths.

Labeling a process model as an “80/20 model”, “90/20 model” or “70/25
model” makes vagueness explicit and allows people to focus on the main-
stream behavior. Moreover, using conformance checking one can indicate
where the simplified model deviates from reality, i.e., vagueness can be quan-
tified and located.

4.6 Sixth Problem: Abstracting from the things that really matter

Process model notations tend to focus on the “process logic”, i.e., the or-
dering of activities. Some notations also allow for the modeling of other
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perspectives such as the resource perspective (e.g., showing roles) and the
data perspective (e.g., conditions on arcs). However, these are all design-
oriented features and not necessarily the things that matter most to the
person looking at the model. Costs, frequencies, utilization, and other per-
formance related metrics are of the utmost importance for process models
but rarely shown. Some authors distinguish between functional (process
logic, work distribution, etc.) and non-functional (costs, response times,
frequencies, quality) elements. The focus of most process models is on func-
tional elements thereby neglecting non-functional aspects. In fact, we argue
that lion’s share of models abstract from the aspects that matter most.

To illustrate this viewpoint, let us consider the notion of concept drift
identified in the context of process mining [11]. The term concept drift refers
to the situation in which the process is changing while being analyzed. For
instance, in the beginning of the event log two activities may be concurrent
whereas later in the log these activities become sequential. There may also
be seasonal influences causing long waiting times in particular periods. The
arrival process of new process instances or the availability of resources may
fluctuate. Such phenomena are seldom shown in process models. Yet, these
“second-order dynamics” are important for most stakeholders.

Process models should show what matters most. However, when looking
at notations such as BPMN, the focus seems to be on things that are less
relevant.

4.7 Seventh Problem: Color, size and location without meaning

As indicated before, process models can be viewed as maps. In Section 4.3,
we showed that, by zooming out, less relevant details are abstracted from.
However, cartographers not only eliminate irrelevant details, but also use
colors to highlight important features. For instance, a map may empha-
size the importance of highways using the color red. Moreover, graphical
elements have a particular size to indicate their significance, e.g., the sizes
of lines and dots may vary. For instance, the size of a city name is pro-
portional to the number of citizens. Geographical maps also have a clear
interpretation of the x-axis and y-axis, i.e., the layout of a map is not arbi-
trary as the coordinates of elements have a meaning. All of this is in stark
contrast with mainstream process models. The x-axis and y-axis of a pro-
cess model have no meaning, e.g., the layout does not add any information.
Although modeling tools allow for using colors, the color typically has no
semantics. The different types of model elements (e.g., activities, gateways,
events, connectors, and places) typically have a default color. Moreover, the
size of a model element also has no semantics. Typically all elements of a
particular type have the same size. Because size, color, and layout are not
employed when creating process maps, the result is less intuitive and less
informative. However, ideas from cartography can easily be incorporated in
the construction of business process maps. Some examples:
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– The size of an activity can reflect its frequency or some other property
indicating its significance (e.g., costs or resource use).

– The color of an activity can reflect the mean service time of the activity.
For example, activities that take longer than average are colored red
whereas short running activities are colored green.

– The width of an arc can reflect the importance of the corresponding
causal dependency.

– The coloring of arcs can be used to highlight bottlenecks.
– The positioning of activities can have a well-defined meaning. Similar

to swimlanes the y-axis could reflect the role associated to an activity.
Comparable to a Gantt chart, the x-axis could reflect some temporal
aspect.

In Section 4.6 we argued that process models often abstract from the things
that really matter. The above examples show that models can express im-
portant non-functional elements graphically. However, it is important to use
these conventions in a consistent manner across different maps.

Note that in addition to showing important non-functional elements
graphically, the understandability of process models is an important issue
often limiting the use of complex process models. In [19,20] various patterns
are presented that can be used to reduce the complexity of process models
by modifying the abstract and concrete syntax of a process model.

5 Breathing Life Into Process Models

In this paper, we posed the question “What Makes a Good Process Model?”.
To address the question we did not propose a new notation or methodology.
Instead we exposed problems related to the way process models are con-
structed and used. These problems were identified while conducting dozens
of process mining projects. Process mining sheds a new light on the role of
models. The automatic generation of process models (Play-In) shows that
one should not aim at the creation of a single model; instead one should
focus on the capability to generate appropriate models based on the ques-
tions at hand. The direct connection between event log and process model
(Replay) can be exploited to show deviations and to enrich the models with
information that really matters (e.g., showing bottlenecks).

Experiences with process mining suggest that process models should be
seen as the “maps” describing the operational processes of organizations.
The “map metaphor” was used to illustrate various problems. Similarly,
information systems can be looked at as “navigation systems” guiding the
flow of work in organizations. Based on maps of the organization and its
processes, the information systems should assist its users in reaching desired
“destinations”.

Unfortunately, many organizations fail in creating and maintaining ac-
curate process maps. Often process models are outdated and have little
to do with reality. Moreover, most information systems fail to provide the
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functionality offered by todays navigation systems. For instance, workers
are not guided by the information system and need to work behind the
system’s back to get things done. In fact, useful information such as the
“estimated arrival time” of a running case is not provided. However, pro-
cess mining techniques providing operational support (e.g., predictions and
recommendations) [1,3] can be used to realize such functionality.

Process mining can be used to breathe life into process models. See for
example Figure 5(d) showing a map with real estate for sale and Figure 5(e)
showing Brisbane’s traffic jams. Similarly, event data can be used to show
congestion in business processes.

By establishing a close connection between process maps and the actual
behavior recorded in event logs, it is possible to realize information system
with TomTom-like functionality [1]. Analogous to TomTom’s navigation de-
vices, process mining tools can help end users (a) by navigating through
processes (e.g., zoom in and zoom out), (b) by projecting dynamic infor-
mation on process maps (e.g., showing “traffic jams” in business processes),
and (c) by providing predictions regarding running cases (e.g., estimating
the “arrival time” of a case that is delayed). We refer the reader to the
process mining tool ProM that operationalizes these ideas [3].

Acknowledgements The author thanks all that contributed to development of
ProM. The application of process mining to numerous real-life processes led to
insights reported in this paper.
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