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Abstract Process discovery is the problem of, given a log of observed behaviour,
finding a process model that ‘best’ describes this behaviour. A large variety of
process discovery algorithms has been proposed. However, no existing algorithm
guarantees to return a fitting model (i.e., able to reproduce all observed behaviour)
that is sound (free of deadlocks and other anomalies) in finite time. We present
an extensible framework to discover from any given log a set of block-structured
process models that are sound and fit the observed behaviour. In addition we
characterise the minimal information required in the log to rediscover a particu-
lar process model. We then provide a polynomial-time algorithm for discovering
a sound, fitting, block-structured model from any given log; we give sufficient
conditions on the log for which our algorithm returns a model that is language-
equivalent to the process model underlying the log, including unseen behaviour.
The technique is implemented in a prototypical tool.

1 Introduction

Process mining techniques aim to extract information from event logs. For example,
the audit trails of a workflow management system or the transaction logs of an enter-
prise resource planning system can be used to discover models describing processes,
organisations and products. The most challenging process mining problem is to learn a
process model (e.g., a Petri net) from example traces in some event log. Many process
discovery techniques have been proposed. For an overview of process discovery algo-
rithms, we refer to [12]. Unfortunately, existing techniques may produce models that
are unable to replay the log, may produce erroneous models and may have excessive
run times.

Which process model is ‘best’ is typically defined with respect to several quality cri-
teria. An important quality criterion is soundness. A process model is sound if and only
if all process steps can be executed and some satisfactory end state is always reachable.
In most use cases, an unsound process model can be discarded without considering the
log that it should represent. Another model quality criterion is fitness. A model has per-
fect fitness with respect to a log if it can reproduce all traces in the log. The quality
criterion precision expresses whether the model does not allow for too much behaviour,
generalisation expresses that the model will allow future behaviour that is currently
absent in the log.[9] Other model quality criteria exist, for which we refer to [21]. In
this paper, we focus on soundness and fitness, as so far no existing discovery algorithm
guarantees to return a sound fitting model in finite time.
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In addition to finite run time, there are other desirable properties of process discov-
ery algorithms. In reality, the log was produced by some real-life process. The original
process is rediscoverable by a process discovery algorithm if, given a log that contains
enough information, the algorithm returns a model that is equivalent to the original pro-
cess using some equivalence notion. For instance, language-rediscoverability holds for
an algorithm that returns a model that is language-equivalent to the original model used
to generate the log, and isomorphic-rediscoverability holds for an algorithm that returns
a model that is isomorphic to (a representation of) the original model. The amount of
information that is required to be in the log is referred to as log completeness, of which
the most extreme case is total log completeness, meaning that all possible behaviour of
the original process must be present in the log. A process discovery technique is only
useful if it assumes a much weaker notion of completeness. In reality one will rarely
see all possible behaviour.

Many process discovery algorithms [4,23,24,22.6,10,25,16,3,17,8,2] using differ-
ent approaches have been proposed in the past. Some techniques guarantee fitness,
e.g., [25], some guarantee soundness, e.g. [8], and others guarantee rediscoverability
under some conditions, e.g., [4]. Yet, there is essentially no discovery algorithm guar-
anteeing to find a sound, fitting model in finite time for all given logs.

In this paper, we use the block-structured process models of [8,2] to introduce a
framework that guarantees to return sound and fitting process models. This framework
enables us to reason about a variety of quality criteria. The framework uses any flavour
of block-structured process models: new blocks/operators can be added without chang-
ing the framework and with few proof obligations. The framework uses a divide and
conquer approach to decompose the problem of discovering a process model for a log
L into discovering n subprocesses of n sublogs obtained by splitting L. We explore the
quality standards and hard theoretically founded limits of the framework by character-
ising the requirements on the log under which the original model can be rediscovered.

For illustrative purposes, we give an algorithm that uses the framework and runs in
polynomial time for any log and any number of activities. The framework guarantees
that the algorithm returns a sound fitting model. The algorithm works by dividing the
activities of the log over a number of branches, such that the log can be split accord-
ing to this division. We characterise the conditions under which the algorithm returns
a model that is language-equivalent to the original process. The algorithm has been
prototypically implemented using the ProM framework [11].

We start with an explanation of logs, languages, Petri nets, workflow nets and pro-
cess trees in Section 3. In Section 4 the framework is described. The class of models
that this framework can rediscover is described in Section 5. In Section 6 we give an
algorithm that uses the framework and we report on experimental results.

2 Related work

A multitude of process discovery algorithms has been proposed in the past. We review
typical representatives with respect to guarantees such as soundness, fitness, rediscov-
erability and termination. Techniques that discover process models from ordering re-
lations of activities, such as the « algorithm [4] and its derivatives [23,24], guarantee
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isomorphic-rediscoverability for rather small classes of models [5] and do not guaran-
tee fitness or soundness. Semantics-based techniques such as the language-based re-
gion miner [6,7], the state-based region miner [10], or the ILP miner [25] guarantee
fitness but neither soundness nor rediscoverability. Frequency-based techniques such
as the heuristics miner [22] guarantee neither soundness nor fitness. Abstraction-based
techniques such as the Fuzzy miner [16] produce models that do not have executable
semantics and hence guarantee neither soundness nor fitness nor any kind of rediscov-
erability.

Genetic process discovery algorithms [3,17] may reach certain quality criteria if
they are allowed to run forever, but usually cannot guarantee any quality criterion given
finite run time. A notable exception is a recent approach [8,2] that guarantees soundness.
This approach restricts the search space to block-structured process models, which are
sound by construction; however, finding a fitting model cannot be guaranteed in finite
run time.

The Refined Process Structure Tree [19] is a parsing technique to find block struc-
tures in process models by which soundness can be checked [14], or an arbitrary model
can be turned into a block-structured one (if possible) [18]. However, these techniques
only analyse or transform a given model, but do not allow to construct a sound or fitting
model. The language-based mining technique of [7] uses regular expressions to pre-
structure the input language (the log) into smaller blocks; this block-structuring of the
log is then used during discovery for constructing a fitting, though possibly unsound,
process model.

Unsound models can be repaired to become sound by simulated annealing [15],
though fitness to a given log is not preserved. Non-fitting models can be repaired to be-
come fitting by adding subprocesses [13], though soundness is not guaranteed. Hence,
a more integrated approach is needed to ensure soundness and fitness. In the following
we will propose such an integrated approach building on the ideas of a restriction to
block-structured models[2,8], and of decomposing the given log into block-structured
parts prior to model construction.

3 Preliminaries

Logs. We assume the set of all process activities X' to be given. An event e is the
occurrence of an activity: e € Y. A trace t is a possibly empty sequence of events:
t € X*. We denote the empty trace with €. A log L is a finite non-empty set of traces:
L C X*. For example, {(a,b,c), {(a,c,b)} denotes a log consisting of two traces abc
and acb, where for instance abc denotes that first a occurred, then b and finally c. The
size of alog is the number of events init: |[L[| = >, [t].

Petri Nets, Workflow Nets and Block-structured Workflow Nets. A Petri net is a bipartite
graph containing places and transitions, interconnected by directed arcs. A transition
models a process activity, a place models a part of the net. We assume the standard
semantics of Petri nets here, see [20]. A workflow net is a Petri net having a single start
place and a single end place, modeling the start and end state of a process. Moreover,
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all nodes are on a path from start to end[4]. A block-structured workflow net is a hier-
archical workflow net that can be divided recursively into parts having single entry and
exit points. Figure 1 shows a block-structured workflow net.

Process Trees. A process tree is a compact abstract representation of a block-structured
workflow net: a rooted tree in which leaves are labeled with activities and all other nodes
are labeled with operators. A process tree describes a language, an operator describes
how the languages of its subtrees are to be combined.

We formally define process trees recursively. We assume a finite alphabet X' of
activities and a set @ of operators to be given. Symbol 7 ¢ X denotes the silent
activity.

- awitha € ¥ U {7} is a process tree;
— Let My, --- , M,, with n > 0 be process trees and let @ be a process tree operator,
then &(M;, ..., M,,) is a process tree.

There are a few standard operators that we consider in the following: operator x
means the exclusive choice between one of the subtrees, — means the sequential ex-
ecution of all subtrees, O means the structured loop of loop body M; and alternative
loop back paths Mo, - - - , M,,, and A means a parallel (interleaved) execution as defined
below. Please note that for (9, n must be > 2.

To describe the semantics of process trees, we define the language of a process tree
M as a recursive monotonic function £(M ), using for each operator & a language join
function @®y:

L(a) ={{a)} fora € ¥

L(r) = {e}
LM, ..., M) = &(LOM),. .., L(M,))

Each operator @ has its own language join function &. Each function takes several
logs and produces a new log: @ : 2% x --- x 2% — 2",

X](Lh...,Ln): U Ll

1<i<n
—>1(L1,...,Ln)Z{t1't2-"tn|Vi€1~-~n2ti€Li}

OWLy, ..y L) = {ty - t] oty tm|Vi:t; e Lynty € ) Ly}
2<j<n

To characterise A, we introduce a set notation {¢y,--- ,t,}~ that interleaves the
traces t; - - - t,. We need a more complex notion than a standard projection function
due to overlap of activities over traces.

ted{ty,. . tnfe A AL ]} = {0 R <nAk <[t]})
Vip < ig A f(ll) = (j, /451) N f(ZQ) = (j, k‘g) ki < ko A
Vi <nAf(i)=(j,k): t(i) =t;(k)
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where f is a bijective function mapping each event of ¢ to an event in one of the t;
and t(4) is the i™ element of ¢. For instance, (a, c, d,b) € {(a,b), (c,d)}~. Using this
notation, we define A;:

/\1(L1,...,Ln) = {t|t S {th-'- 7tn}z AVi:t; € Lz}

Figure 1: A Petri net, modified from [1, page 196]. The rectangle regions denote the
process tree nodes in —(a, O(—(A(Xx (b, ¢),d), e), f), x(g,h)).

Each of the process tree operators has a straightforward formal translation to a
sound, block-structured workflow Petri net [8,2]. For instance, the Petri net shown in
Figure 1 corresponds to the process tree —(a, O(—(A(x(b,¢),d),e), f), x(g,h)). If
one would come up with another process tree operator, soundness of the translation
follows if the translation of the new process tree operator is sound in isolation. The
four operators presented here translate to well-structured, free-choice Petri nets; other
operators might not.

The size of a model M is the number of nodes in M and is denoted as |M]|:
|7| = 1, |a| = 1 and |®&(My,...,M,)| = 1+ ), |M;|. Two process trees M =
®&(M,...,M,) and M' = ¢'(M{,..., M) are isomorphic if and only if they are
syntactically equivalent up to reordering of children in the case of x, A and the non-
first children of O.

If M is a process tree and L is a log, then L fits M if and only if every trace in L
is in the language of M: L C L(M). A flower model is a process tree that can produce
any sequence of . An example of a flower model is the model (7, a1, . . ., a,,) where
ai- - Qm = 2.

As additional notation, we write X'(L) and X'(M) for the activities occurring in log
L or model M respectively, not including 7. Furthermore, Start(L), Start(M) and
End(L), End(M) denote the sets of activities with which log L and model M start or
end.

4 Framework

In this section, we introduce a highly generic process discovery framework. This frame-
work allows for the derivation of various process discovery algorithms with predefined



6 S.J.J. Leemans, D. Fahland, and W.M.P. van der Aalst

guarantees. Then we prove that each model returned by the framework fits the log and
that the framework describes a finite computation, both for any set of process tree op-
erators having a corresponding monotonic language join function.

Requirement on the Process Tree Operators. The framework works independently
of the chosen process tree operators. The only requirement is that each operator & must
have a sensible language join function &), such that the language of & reflects the
language join of its ;.

Framework Given a set @ of process tree operators, we define a framework B to
discover a set of process models using a divide and conquer approach. Given alog L, B
searches for possible splits of L into smaller L - - - L,,, such that these logs combined
with an operator ¢ can produce L again. It then recurses on the found divisions and
returns a cartesian product of the found models. The recursion ends when L cannot be
divided any further. We have to give this algorithmic idea a little twist as splitting L
into strictly smaller L; - - - L,, could prevent some models from being rediscovered, for
instance in presence of unobservable activities. As a more general approach, we allow
L to be split into sublogs having the same size as L. However, such splits that do not
decrease the size of L may only happen finitely often. For this, we introduce a counter
parameter ¢, which has to decrease if a non-decreasing log split is made. Parameter ¢
essentially bounds the number of invisible branches that the discovered model can have.

function B.ject(L, @)
if L = {e} then
base <+ {1}
elseif 3o € X : L = {(a)} then
base + {a}
else
base + 0
end if
P + select(L)
if | P| = 0 then
if base = () then
return {O(7, a1, ...,am,) where {a1 - a,,, } = X(L)}
else
return base
end if
end if
return {B (M, ..., M,)|(®, (L1, P1)s- -y (Ln, Pn))) € PAVi : M; € B(L;, ¢;) }U
base
end function

Where select is a function that takes a log and returns a set of preferred log divi-
sions, being tuples (@, ((L1, ¢1), .- ., (Ln, ¢n))), in which @ is a process tree operator,
L; are logs and ¢; are counter parameters. Each returned tuple should:
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Definition 1. For each tuple (®, ((L1,¢1), ..., (Ln,®n))) that select(L) returns, it
must hold that

LC@(Ly,...,Ly) A
Vit || Lil| + ¢i < ||LI| 4+ ¢ A
Vi : || Lil| < ||L[| A
Viigi <A
Vi: X(L;) € 2(L) A

oePn
n <|[L||+ ¢

In the remainder of this section, we will prove some properties that do not depend
on a specific preference function select.

Theorem 2. Assuming select terminates, B terminates.

Proof. Termination follows from the fact that in each recursion, ||L|| + ¢ gets strictly
smaller and that there are finitely many recursions from a recursion step. By con-
struction of select, X(L;) C X(L), and therefore X is finite. By construction of P,
n < ||L|| + ¢, so there are finitely many sublogs L;. Hence, select creates finitely
many log divisions. Therefore, the number of recursions is finite and hence B termi-
nates. O

Theorem 3. Let @ be a set of operators and let L be a log. Then B(L) returns at least
one process tree and all process trees returned by B(L) fit L.

Proof. Proof by induction on value of || L||+¢. Base cases: || L||+¢ = 1or || L||+¢ =
2. Then, L is either {e} or {{a)}. By code inspection, for these L B returns at least one
process tree and all process trees fit L.

Induction hypothesis: for all logs ||L'|| + ¢ smaller than ||L|| + ¢, B(L', ¢') returns at
least one process tree and all process trees that B returns fit L’ : V|| L'||+¢" < ||L||+¢ :
|B(L")| > 1AVM' e B(L'): L' C L(M).

Induction step: assume ||L|| + ¢ > 2 and the induction hypothesis. Four cases apply:

— Case L = {e}, see base case;

— Case L = {{a)}, see base case;

— Case P is empty, L # {¢} and L # {a}. Then B returns the flower model
{O(r,a1,...,a,) where a; - - - a,, = X(L)} and that fits any log.

— Case P is nonempty, L # {c} and L # {a}. Let My - - - M,, be models returned by
B(Ly,¢1),...,B(Ly, ¢y) for some logs Ly -+ L,, and some counters ¢ - - - ¢y,.
By construction of the P-selection step, Vi : ||L;|| + ¢; < ||L|| + ¢. By the in-
duction hypothesis, these models exist. As B combines these models in a cartesian
product, |B(L)| > 1. By the induction hypothesis, Vi : L; C L(M;). Using the
fact that @, is monotonic and the construction of M, we obtain ®(L1, ..., L,) C
L(®(My,...,M,)) = L(M). By construction of P, L C &;(L4,...,Ly), and
by ®1(L1,...,L,) € L(M), we conclude that L C £L(M). We did not pose any
restrictions on Mj - - - M,,, so this holds for all combinations of Mj - -- M,, from
the sets returned by B. O
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5 Rediscoverability of Process Trees

An interesting property of a discovery algorithm is whether and under which assump-
tions an original process can be rediscovered by the algorithm. Assume the original
process is expressible as a model M, which is unknown to us. Given is a log L of
M: L C L(M). M is isomorphic-rediscoverable from L by algorithm B if and only
if M € B(L). It is desirable that L can be as small as possible to rediscover M. In
this section, we explore the boundaries of the framework B of Section 4 in terms of
rediscoverability.

We first informally give the class of original processes that can be rediscovered by
B, and assumptions on the log under which this is guaranteed. After that, we give an
idea why these suffice to rediscover the model. In this section, the preference function
select as used in B is assumed to be the function returning all log divisions satisfying
Definition 1. Otherwise, the original model could be removed.

Class of Rediscoverable Models. Any algorithm has a representational bias; B can
only rediscover processes that can be described by process trees. There are no further
limitations: B can rediscover every process tree. An intuitive argument for this claim
is that as long as the log can be split into the parts of which the log was constructed,
the algorithm will also make this split and recurse. A necessity for this is that the log
contains ‘enough’ behaviour.

Log Requirements. All process trees can be rediscovered given ‘enough’ traces in the
log, where enough means that the given log can be split according to the respective
process tree operator. Intuitively, it suffices to execute each occurrence of each activity
in M at least once in L. Given a large enough ¢, B can then always split the log
correctly.

This yields the notion of activity-completeness. Log L is activity-complete w.r.t.
model M, denote Lo, M, if and only if each leaf of M appears in L at least once.
Formally, we have to distinguish two cases. For a model M’ where each activity occurs
at most once and a log L/,

Lo, M & X(M') C 2(L')

In the general case, where some activity a € X' occurs more than once in M, we
have to distinguish the different occurrences. For a given alphabet X' consider a refined
alphabet Y’ and a surjective function f : X' — X, e.g., X’ = {aj,a2, - ,b1,bo, -+ }
anda = f(a1) = f(az) =---,b= f(b1) = f(by) = - - -, etc. For alog L’ and model
M’ over X', let f(L') and f(M') denote the log and the model obtained by replacing
eacha € X' by f(a) € X. Using this notation, we define for arbitrary log L and model
M,

LoaM 35 (f + 5 = X), M L' f(I') =LA f(M)=MAL oy M,

where each activity a € X’ occurs at most once in M.
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Rediscoverability of Models. In order to prove isomorphic rediscoverability, we need
to show that any log L ¢, M can be split by B such that M can be constructed, given a
large enough ¢.

Theorem 4. Given a large enough ¢, for each log L and model M such that L C
L(M) and L o, M it holds that M € B(L).

Proof. Proof by induction on model sizes. Base case: [M| = 1. A model of size 1
consists of a single leaf [. By L C L(M) A Lo, M, L is {l}. These are handled by the
L = {e} or L = {(a)} clauses and hence can be rediscovered.

Induction hypothesis: all models smaller than M can be rediscovered: V|M'| < |M| A
L'CLM)NL oy M': M' € B(L', ¢'), for some number ¢'.

Induction step: assume |M| > 1 and the induction hypothesis. As [M| > 1, M =
®(My,...,M,) for certain &, n and My ---M,. By L C L(M) and definition of
L(M), there exist Ly ---L,, such that Vi : L; C L(M;), Vi : L;oyM; and L C
@1(L1, ..., Ly). By the induction hypothesis there exist ¢y - - - ¢, such that Vi : M; €
B(L;, ¢;). We choose ¢ to be large enough by taking ¢ = max{n, ¢ +1,...,¢,+1}.
By this choice of ¢,

Vi ||Lil[ + éi <[ILI| + ¢ A pi < &

and
n <|[|L]|+ ¢

hold. By construction of &,
Vi s || L | < || L]]

By |M| > 1 and our definitions of xj, —, A; and O, L does not introduce new
activities:
Vi X(L;) € X(L)

Hence, (®, (L1, 1), .-, (Ln,¢n))) € P. By the induction hypothesis, VM; : M; €
B(L;). The models returned by B(L;) will be combined using a cartesian product, and
as M = &(M, ..., M,), it holds that M € B(L). O

This proof shows that it suffices to pick ¢ to be the sum of the width and depth of the
original model M in order to rediscover M from an activity-complete log L.

6 Discovering Process Trees Efficiently

The framework of Section 4 has a practical limitation: for most real-life logs, it is infea-
sible to construct the full set P. In this section, we introduce an algorithm B’ that is a
refinement of the framework B. B’ avoids constructing the complete set P. The central
idea of B’ is to compute a log split directly based on the ordering of activities in the log.
We first introduce the algorithmic idea and provide formal definitions afterwards. We
conclude this section with a description of the classes of process trees that B is able to
language-rediscover and a description of our prototype implementation.
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Figure 2: Several directly-follows graphs. Dashed lines denote cuts.

6.1 Algorithmic idea

The directly-follows relation, also used by the «-algorithm [4], describes when two
activities directly follow each other in a process. This relation can be expressed in
the directly-follows graph of a log L, written G(L). It is a directed graph containing
as nodes the activities of L. An edge (a,b) is present in G(L) if and only if some
trace (--- ,a,b,---) exists in L. A node of G(L) is a start node if its activity is in
Start(L). We define Start(G(L)) = Start(L). Similarly for end nodes in End(L),
and End(G(L)). The definition for G(M) is similar. For instance, Figure 2a shows the
directly-follows graph of log L = {{a, b, ¢), {a,c,b), (a,d,e), (a,d e, f,d,e)}.

The idea for our algorithm is to find in G(L) structures that indicate the ‘domi-
nant’ operator that orders the behaviour. For example, G(L) of Fig 2a can be partitioned
into two sets of activities as indicated by the dashed line such that edges cross the line
only from left to right. This pattern corresponds to a sequence where the activities left
of the line precede the activities right of the line. This is the decisive hint on how to split
a given log when using the framework of Section 4. Each of the four operators x, —,
O, A has a characteristic pattern in G(L) that can be identified by finding a partitioning
of the nodes of G(L) into n sets of nodes with characteristic edges in between. The log
L can then be split according to the identified operator, and the framework recurses on
each of the split logs. The formal definitions are provided next.

6.2 Cuts, Components, Cliques

Let G(L) be the directly-follows graph of a log L. An n-ary cut ¢ of G(L) is a partition
of the nodes of the graph into disjoint sets X - - - X,,. We characterise a different cut
for each operator x, —, O, A based on edges between the nodes.

In a exclusive choice cut, each X; has a start node and an end node, and there is no
edge between two different ; # X;, as illustrated by Figure 3(left). In a sequence cut,
the sets X - - - X, are ordered such that for any two nodes a € X;,b € X}, ¢ < j, there
is a path from « to b along the edges of G(L), but not vice versa; see Figure 3(top). In a
parallel cut, each X; has a start node and an end node, and any two nodes a € X;,b €
X, i # j are connected by edges (a, b) and (b, a); see Figure 3(bottom). In a loop cut,
X1 has all start and all end nodes of G(L), there is no edge between nodes of different
2 # Xj,4,7 > 1, and any edge between 2y and X;, ¢ > 1 either leaves an end node of
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exclusive choice: sequence: loop:

parallel:

Figure 3: Cuts of the directly-follows graph for operators x, —, A and O.

2J, or reaches a start node of X;; see Figure 3(right). An n-ary cut is maximal if there
exists no cut of G of which n is bigger. A cut c is nontrivial if n > 1.

Let a ~ b € G denote that there exists a directed edge chain (path) from a to b in
(. Definitions 5, 6, 7 and 8 show the formal cut definitions.

Definition 5. An exclusive choice cut is a cut Xy - - - X, of a directly-follows graph G,
such that

1. Vi;éj/\aiEEi/\ajGZ‘j:(ai,aj)¢G

Definition 6. A sequence cut is an ordered cut Xy - - - X, of a directly-follows graph G
such that

].V1§i<j§n/\a¢62i/\ajEZj:ajwai¢G
2.V1§i<j§n/\ai62i/\ajEEj:a,»wajEG
3. aieS(Ei)zEljyéi/\ajEEj:(aj,ai)eG
aiGE(EZ-)EEIj;éz'/\ajGZJ-:(ai,aj)EG
Ya; GE(E,‘)/\CLJ‘ ES(EZ'+1) : (ai,aj) eG

Definition 7. A parallel cut is a cut X1 - - - X, of a directly-follows graph G such that

1. Vi: X;NStart(G) 0N 2, N End(G) # 0
2. \v’iaéj/\aieEi/\ajEEj:(ai,aj)EG/\(aj,ai)GG

Definition 8. A loop cut is a partially ordered cut Xy - - - X, of a directly-follows graph
G such that

Start(G) U End(GQ) C X4

Vi#l/\aieﬂi/\al e (al,ai) ceG=>aq EEnd(G)

Vi#l/\ai e XiNay € Xy : (ai,al) cG=a EStart(G)
v17é’é7éj7é1/\a¢62¢/\aj EZj:(ai,aj)géG

Vi#1Aa; € X; Aag € Start(G) : (3a) € X1 : (a5,d) € G) & (a;,a1) € G
Vi£1Na; € X;ANay € End(G) : (3a) € Xy : (a),a;) € G) & (a1,a;) €G

AR W~
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6.3 Algorithm B’

B’ uses the framework B of Section 4 by providing a select function selectg:. select g
takes a log and produces a single log division. Recursion and base cases are still handled
by the framework B. For ¢, we will use the fixed value 0.

The function select g works by constructing the directly follows graph G(L) of
the input log L. After that, the function tries to find one of the four cuts characterised
above. If selectp/ finds such a cut, it splits the log according to the cut and returns a
log division corresponding to the cut. If selectp: cannot find a cut, it returns no log
division, and B will produce the flower model for L.

We first define select g: followed by the functions to split the log which we illustrate
by a running example. We conclude by posing a lemma stating that select - is a valid
select function for the framework B.

function select g/ (L)

ifec LV3aec X(L): L={(a)}then
return ()

else if ¢ «+ a nontrivial maximal exclusive choice cut ¢ of G(L) then
X, Mn ¢
Ly,--+, L, « EXCLUSIVECHOICESPLIT(L, (X1,..., X))
return {(x, (L1,0), ..., (Ln,0)))}

else if ¢ < a nontrivial maximal sequence cut ¢ of G(L) then
2, Xnc
Ly,-+-, L, + SEQUENCESPLIT(L, (Xy,..., X))
return {(—, ((L1,0),...,(L,,0)))}

else if ¢ < a nontrivial maximal parallel cut ¢ of G(L) then
2, Xnc
Ly,---,L, < PARALLELSPLIT(L, (X1,...,%,))
return {(A, ((L1,0),...,(Ly,0)))}

else if ¢ « a nontrivial maximal loop cut ¢ of G(L) then
X, Xpc
Ly,--+,L, < LOOPSPLIT(L, (X,...,X,))
return {(O, ((L1,0),...,(L,,0)))}

end if

return ()

end function

Using the cut definitions, selectp/ divides the activities into sets X7 - - - X, After
that, select - splits the log.

The cuts can be computed efficiently using graph techniques. We will give an intu-
ition: the exclusive choice cut corresponds to the notion of connected components. If
we collapse both strongly connected components and pairwise unreachable nodes into
single nodes, the collapsed nodes that are left are the X's of the sequence cut. If both
of these cuts are not present, then we remove every dual edge, and add double edges
where there was no or a single edge present. In the resulting graph each connected com-
ponent is a X; of the parallel cut. If these cuts are not present, temporarily removing
the start and end activities and computing the connected components in the resulting
graph roughly gives us the loop cut. As shown in Lemma 16 in Appendix A, the order
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in which the cuts are searched for is arbitrary, but for ease of proof and computation we
assume it to be fixed as described.

We define the log split functions together with a running example.

Consider the log L = {{a, b, ¢), (a,c,b), {a,d, e), (a,d,e, f,d,e)}. G(L) is shown
in Figure 2a which has the sequence cut {a}, {b,c,d, e, f}. The log is then split by
projecting each trace of L onto the different activity sets of the cut.

function SEQUENCESPLIT(L, (X1, ..., X))
Vj:Lj <—{tj|t1 N SRR EL/\ViSn/\@EtiIGEEi}
return L1,--- , L,

end function

In the example, SEQUENCESPLIT(L, ({a}, {b,c,d,¢, f})) =

{{a)}, {(b,c), {c,b),(d,e),(d,e, f,d,e)}. Call the second log Lo. G(Lz) is shown in
Figure 2b and has the exclusive choice cut {b,c}, {d, e, f}. The log is then split by
moving each trace of L into the log of the corresponding activity set.

function EXCLUSIVECHOICESPLIT(L, (X1, ..., X,))
Vi:L; < {tft e LAVeet:ec X;}
return L,,--- ,L,

end function

In the example, EXCLUSIVECHOICESPLIT (Lo, ({b,c},{d, e, f})) = {(b,¢), (c,b)}, {{d,e), (d,e, f,d,e)}.
Call the first log L3 and the second log Ls. G(Ls3) is shown in Figure 2c¢ and has the
the parallel cut {b}, {c}. The log is split by projecting each trace for each activity set in
the cut.
function PARALLELSPLIT(L, (X1,..., X))
Vi:Li < {t|g,|t € L}
return Ly, --- , L,
end function

where t|x is a function that projects trace ¢ onto set of activities X, such that all
events remaining in ¢| x are in X. In our example, PARALLELSPLIT(L3, ({b}, {c})) =
{(b)}, {{c)}. The directly-follows graph of the log L, = {{d, e), (d, e, f,d, e)} is shown
in Figure 2d and has the loop cut {d, e}, { f }. The log is split by splitting each trace into
subtraces of the loop body and of the loopback condition which are then added to the
respective sublogs.
function LOOPSPLIT(L, (X1, ..., X,))
Vi : Lz «— {t2|t1 cto - t3 € LA
Y({t2}) € X A
(tl :E\/(tl = < 7a1>/\a1 ¢ 22))/\
(tg :6\/(t3 = <CL3,"'>/\G,3 ¢ El))}
return Ly, --- , L,
end function

In our example, LOOPSPLIT(L4, ({d, e}, {f})) = {{d,e)}, {{)}.

Framework B and selectp/ together discover a process model from the log L =
{{a,b, ¢}, {a,c,b),{a,d,e),{a,d,e, f,d,e)} as follows. The only exclusive choice cut
for G(L)is {a, b, c,d, e, f}, which s a trivial cut. As we have shown before, a sequence
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cut for G(L) is {a}, {b,c,d, e, f}. Then, selectp: calls SEQUENCESPLIT, which re-
turns two sublogs: Ly = {(a)} and Ly = {{b,¢), {(c,b),{d,e),(d,e, f,d,e)}. Then,
selectp: returns {—, (L1, Lo)}. After that, B constructs the partial model M = —(B(Ly), B(L2))
and recurses.
Let us first process the log L. B(L1) sets base to {a}, and select g/ (L1) returns §).
Then, B returns the process tree a, with which the partially discovered model becomes
M = —(a, B(L2)).
For B(L3), EXCLUSIVECHOICESPLIT splits the log in L = {(b,¢), (¢,b)} and
Ly ={{(d,e),{d,e, f,d,e)}. The partially discovered model then becomes M = —(a, X(B(Ls), B(L4)))-
For B(L3), there is no nontrivial exclusive choice cut and neither a nontrivial se-
quence cut. As we have shown before, PARALLELSPLIT splits L3 into Ly = {(b)} and
Le = {{¢)}. M becomes —(a, x(A(B(Ls), B(Lg)), B(L4))).
For B(L4), LOOPSPLIT splits Ly into L7 = {(d,e)} and Lg = {(f)}, such that M
becomes —(a, X (A(B(Ls), B(Lg)), O(L7, Ls))).
After one more sequence cut (B(L7)) and a few base cases (B(Ls), B(Lg), B(L7)),
B’ discovers the model —(a, X (A(b, ¢), O(—(d, e), f))).

B’ adheres to B As B’ uses a select function to use the framework, we need to prove
that select g only produces log divisions that satisfy Definition 1.

Lemma 9. The log divisions of L that select g, returns adhere to Definition 1.

The proof idea of this lemma is to show that each of the clauses of Definition 1 holds for
the log division Ly - - - L,, that select g/ chooses, using a fixed ¢ of 0: L C @(L1, ..., Ly),
Vi o ||Li|| < ||L]], Vi : X(L;) € (L), ® € @ and n < ||L||. For the detailed proof
of this lemma, please refer to Appendix A.

6.4 Language-rediscoverability

An interesting property of a discovery algorithm is whether and under which assump-
tions a model can be discovered that is language-equivalent to the original process.
It can easily be inductively proven that B’ returns a single process tree for any log
L. B’ language-rediscovers a process model if and only if the mined process model
is language-equivalent to the original process model that produced the log: L(M) =
L(B'(L)) (we abuse notation a bit here), under the assumption that L is complete w.r.t.
M for some completeness notion. Our proof strategy for language-rediscoverability will
be to reduce each process tree to a normal form and then prove that B’ isomorphically
rediscovers this normal form. We first define the log completeness notion, after which
we describe the class of models that B’ can language-rediscover. We conclude with a
definition of the normal form and the proof.

Log Completeness Earlier, we introduced the notion of a directly-follows graph. This
yields the notion of directly-follows completeness of a log L with respect to a model
M, written as Logs M: Logg M = (- ,a,b,---) € L(M) = (--+,a,b,--+) €
L A Start(M) C Start(L) A End(M) C End(L) A X(M) C X(L). Intuitively, the
directly-follows graphs M must be mappable on the directly-follows graph of L.
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Please note that the framework does not require the log to be directly-follows com-
plete in order to guarantee soundness and fitness.

Class of Language-rediscoverable Models. Given a model M and a generated com-
plete log L, we prove language-rediscoverability assuming the following model restric-
tions, where & (M, ..., M,,) is a node at any position in M:

1. Duplicate activities are not allowed: Vi # j : X (M;) N X(M;) = 0.

2. If & = O, the sets of start and end activities of the first branch must be disjoint:
& = O = Start(My) N End(M,) = 0.

3. No 7’s are allowed: Vi < n : M; # 7.

A reader familiar with the matter will have recognised the restrictions as similar to
the rediscoverability restrictions of the «v algorithm [4].

Normal form We first introduce reduction rules on process trees that transform an
arbitrary process tree into a normal form. The intuitive idea of these rules is to combine
multiple nested subtrees with the same operator into one node with that operator.

Property 10.
eoM)=M
><( 1,><(-~2),---3):X(-~-17~-2, 3)
_>(...1’_>(..2)’...3):_>(. 1, 2, 3)
/\(...1’/\(..2),..3):/\(...1’ 2, ..3)
Q(O(M7...1),...2): O(M7. 1, ..2)
Q(M7...1,><( ..2)7...3):O(M’. 1, 2, 3)

It is not hard to reason that these rules preserve language. A process tree on which these
rules have been applied exhaustively is a reduced process tree. For a reduced process
tree it holds that a) for all nodes &(Mj, ..., M,),n > 1;b) x, — and A do not have a
direct child of the same operator; and c) the first child of a © is not a () and any non-first
child is not an x.

Language-rediscoverability Our proof strategy is to first exhaustively reduce the
given model M to some language-equivalent model M’. After that, we prove that B’
discovers M’ isomorphically. We use two lemmas to prove that a directly-follows com-
plete log in each step always only allows to 1) pick one specific process tree operator,
and 2) split the log in one particular way so that M’ is inevitably rediscovered.

Lemma 11. Let M = &(My, ..., M,,) be a reduced model that adheres to the model
restrictions and let L be a log such that L oq¢ M. Then selectp: selects ®.
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The proof strategy is to prove for all operators in the order x, —, A, O that given a
log directly-follows complete w.r.t. some &(- - - ), @ will be the first operator for which
G(L) satisfies all cut criteria according to the order x, —, A, O in which they are
checked in select g/. For instance, for x, G(L) cannot be connected and therefore will
B will select x.

Lemma 12. For each reduced process tree M = a (with a in X)) or M = 7, and a log
L that fits and is directly-follows complete to M, it holds that M = B'(L).

This lemma is proven by a case distinction on M being either 7 or ¢ € X, and code
inspection. For more details, see Appendix A.

Lemma 13. Ler M = &(M,..., M,) be a reduced process tree adhering to the
model restrictions, and let L be a log such that L C L(M)AL o4s M. Let {(®, ((L1,0)
be the result of selectpr. Then i : L; C L(M;) A L; oqr M.

The proof strategy is to show for each operator that its cut returns the correct activity
division. Using that division, we prove that the SPLIT function returns sublogs valid for
their submodels. We then show that each sublog produced by SPLIT produces a log that
is directly-follows complete w.r.t. its submodel. See Appendix A for details.

Using these lemmas, we prove language-rediscoverability.

Theorem 14. If the model restrictions hold for a process tree M, then B’ language-
rediscovers M: L(M) = L(B'(L)) for any log L such that L C L(M) A Loqs M.

We prove this theorem by showing that a reduced version M’ of M is isomorphic to the
model returned by B’, which we prove by induction on model sizes. Lemma 12 proves
isomorphism of the base cases. In the induction step, Lemma 11 ensures that B’(L)
has the same root operator as M, and Lemma 13 ensures that the subtrees of M’ are
isomorphically rediscovered as subtrees of B’(L). For a detailed proof see Appendix A.

Corollary 15. The process tree reduction rules given in Property 10 yield a language-
unique normal form.

Take a model M that adheres to the model restrictions. Let L C L(M) A Logs M
and M’ = B’(L). Let M" be another model adhering to the model restrictions and fit-
ting L. As proven in Lemma 16 in Appendix A, the cuts the algorithm took are mutually
exclusive. That means that at each position in the tree, only two options exist that lead
to fitness: either the operator B’ chose or a flower model. By Theorem 14, B’(L) never
chose the flower model. Therefore, B’(L) returns the most-precise fitting process tree
adhering to the model restrictions. According to the definitions in [9], M’ is a model
of perfect simplicity and generalisation: M’ contains no duplicate activities (simplic-
ity) and any trace that can be produced by M in the future can also be produced by
M’ (generalisation). By Corollary 15 and construction of Property 10, it is the smallest
process tree model having the same language as well.

6.5 Tool support

We implemented a prototype of the B’ algorithm as the InductiveMiner plugin of the
ProM framework [11], see http://www.promtools.org/prom6/. Here, we sketch its run
time complexity and illustrate it with a mined log.

veoes (Lo, 0)))}
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Run Time Complexity. We sketch how we implemented B’ as a polynomial algorithm.
Given a log L, B’ returns a tree in which each activity occurs once, each call of B’
returns one tree, and B’ recurses on each node once, so the number of recursions is
O(|Z(L)]). In each recursion, B’ traverses the log and searches for a graph cut. In
Section 6.2, we sketched how directly-follows graph cuts can be found using stan-
dard (strongly) connected components computations. The exclusive choice, parallel and
loop cuts were translated to finding connected components, the sequence cut to finding
strongly connected components. For these common graph problems, polynomial algo-
rithms exist. B’ is implemented as a polynomial algorithm.

Hllustrative Result. To illustrate our prototype, we fed it a log, obtained from [1, page
195]: L = {{a,c,d,e, h), {a,b,d, e, g}, {a,d,c,e,h), (a,b,d, e, h),{a,c,de,qg),
<a7 d? C? e’ g>’ <a’ b7 d? e? h>’ <a7 C’ d’ e? f? d? b’ 67 h>’ <a’ d? b’ e’ g>7 <a’ C? d? e? f? b? d’ 67 h>’
(a,c,d,e, f,b,d,e, g),{a,c,de, f,d,b,e qg),{a,d,c,e,f cde,h),
(a,d,c,e, f,d,b,e,h),(a,d,c e, f,b,d, e, qg),{a,c,de, fbde, f,dbe,qg),
(a,d,c,e, f,d,b,e, g),{a,d,c,e, f,b,d,e, f,b,d e, g),{a,d,c e f,dbe, f b d e h),
(a,d,b,e, f,b,d,e, f,d,b,e,g),{a,d,c,e, f,dbe, f cde, f,dbe, g)} Theresultof
our implementation is M’ = —(a, O(—(A(x (b, ¢),d),e), f), x(h,g)). A manual in-
spection reveals that this model indeed fits the log.

Take an arbitrary model M that could have produced L such that L is directly-
follows complete w.r.t. M. Then by Theorem 14, L(M) = L(M').

7 Conclusion

Existing process discovery techniques cannot guarantee soundness, fitness, rediscover-
ability and finite run time at the same time. We presented a process discovery framework
B and proved that B produces a set of sound, fitting models in finite time. We described
the conditions on the process tree operators under which the framework achieves this.
The process tree operators x, —, A and O satisfy these conditions. However, the frame-
work is extensible and could be applied to other operators, provided these satisfy the
conditions. Another way of positioning our work is that our approach is able to discover
some T transitions in models for which the a-algorithm fails.

To make the framework even more extensible, it uses a to-be-given preference func-
tion select that selects preferred log divisions. Soundness, fitness and framework ter-
mination are guaranteed for any select adhering to B. We showed that if the model
underlying the log is a process tree, then B can isomorphically-rediscover the model.

To illustrate B, we introduced an algorithm B’ that uses B and returns a single
process tree. B’ works by dividing the activities in the log into sets, after which it
splits the log over those sets. We proved that selectg- adheres to B, which guarantees
us soundness, fitness and framework termination for any input log. We proved that if
the model underlying the log is representable as a process tree that has no duplicate
activities, contains no silent activities and does not contain too-short loops, then B’
language-rediscovers this model. The only requirement on the log is that it is directly-
follows complete w.r.t. the model underlying it. We argued that B’ returns the smallest,
most-precise, most-general model adhering to the model restrictions, and runs in a time
polynomial to the number of activities and the size of the log.
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Future Work. It might be possible to drop the model restriction 2 of Section 6.4, which
requires that the the sets of start and end activities of the leftmost branch of a loop
operator must be disjoint, when length-two-loops are taken into account and a stronger
completeness requirement is put on the log. Moreover, using another strengthened com-
pleteness assumption on the log, the no-7 restriction might be unnecessary. We plan on
performing an empirical study to compare our B’ algorithm to existing techniques.
Noise, behaviour in the log that is not in the underlying model, could be handled by
filtering the directly-follows relation, in a way comparable to the Heuristics miner [22],
before constructing the directly-follows graph.
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Formal Proofs

Proof (of Lemma 9). Lemma: The log divisions of L that select s produces are valid
for B.
As we chose ¢ to be 0, we prove five clauses of the P selection step separately. Let

(®

, ((L£1,0),...,(Ln,0))) be the result of selectp.

- LC @ (Ly,...,Ly,). Call the sets of activities resulting from the cut Xy - - - X,,.

e Case & = x. By construction of EXCLUSIVECHOICESPLIT and the fact that
U; 2 = X(L), every t € L is in at least one L;. Hence, L C |J; L;. By
definition of x, L C x1(L1, ..., Ly).

e Case ® = —. Pickatracet € L. Dividet = ¢ty - ty---t, - 2z such that
Vi@ X({t;}) = X; and z is as small as possible. For |[t| = 0 and |t| = 1, z is
trivially empty. Towards contradiction, assume |t| > 1 and z # €. Then there
must be two activities a; and a;1; somewhere in ¢ with a; € Xy, a;41 € X
and k > [. By definition of G(L), a; ~ a;4+1 € G(L) and therefore, by
definition 6, [ < k. Hence, z must be empty and ¢ can be written as ¢y - to - - - t,
such that Vi : X({t;}) = X(i). By construction of SEQUENCESPLIT, and
definition of —, ¢t € —(L1,...,L,) andhence L C —(Lq,...,Ly).

e Case ® = A. Pick a trace t € L. By definition of PARALLELSPLIT, each L;
contains a ¢;, being the projection of ¢ to X;. Obviously, for each ¢ there is a
corresponding trace in {t1, ..., t, }~. Hence, L C A(Ly, ..., Ly).

e Case ® = O. Pick atrace t € L. Noting that € ¢ L, we apply case distinction
on whether ¢ consists exclusively of activities in X';:

x Case X({t}) = X1. By construction of LOOPSPLIT, L; contains .
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x Case XY ({t}) # X,. By Definition 8, Start(L) U End(L) C X, and
therefore there exist ¢; such that t = ¢; - to---tg,41, such that Vj :
Y({t2j41}) = Z1. Constraint 4 of Definition 8 guarantees that no ta,,/
contains activities from two different ;. Then, LOOPSPLIT puts all o,
in some L;; intact and all Ly, 41 in L; intact.

By definition of O, t € (L1, ..., L,) and hence L C (L1, ..., Ly).

— Vi :||L;|| < ||L||- For each ¢, X; contains at most | X(L)| — 1 activities. Therefore,
there is an activity in X/(L) that is not in ;. As L; only contains events from L,
there is an event in L thatis notin L; and ), ., [t| < >, |t|. Hence, ||L;[| <
ILII-

- Vi: X(L;) C X(L). by definition of G(L) and the cuts, no step introduces a new
activity.

- @ € . P iseither x, —, Aor O, sod € P.

- n < ||L||. Each Vi < n : |X;| > 1. For each activity, there is at least one event in
L. Hence, n < ||L]|. O

Proof (of Lemma 11). Lemma: Let M = &(My, ..., M,) be a reduced model that
adheres to the model restrictions and let L be a log such that L oq¢ M. Then select g/
selects &.

Let @' be the operator returned by selectp:. Let ¢ be the cut of G(L) according
M - - - M,,. Apply case distinction on :

Case @ = X. As there are no duplicate activities in M by model restriction 1, no
trace in L contains two activities a; € X; and a; € X; with ¢ # j. Then G contains
neither the path @ ~~ b nor the path b ~~» a in G(L). Then c is a nontrivial exclusive
choice cut of G(L) and hence, select g/ returns x.

Case & = —. As L is directly-follows complete, G(L) is connected and therefore
select g does not return x.

Take two submodels M, and M; with i < j. By semantics of —, G/(L) only contains
edges from M; towards M. As Logs M, c is a nontrivial sequence cut of G(L) and
hence, select g/ returns —.

Case @ = A. As L is directly-follows complete, G(L) is a single strongly con-
nected component. Therefore, selectg: does not select x, and, due to the first require-
ment of —, also does not select —. Take any M;. By model restriction 3, M; can-
not be language-equivalent to 7. As L ogqs M, there must be traces in L that start with
Start(M;) and there must be traces that end with End(M;), so c satisfies the fist cut
criterion. Take two arbitrary sublogs M; and M; such that ¢ # j. As Logy M, there
must be an edge from every node in End(M;) to every node in Start(M;) and vice
versa. Therefore, c satisfies criteria 2 and is therefore a nontrivial parallel cut of G(L).
Hence, select g/ returns A.

Case @ = O. As L is directly-follows complete, G(L) is a single strongly connected
component. Therefore, selectps selects neither x nor —. We identify some clusters
of nodes in G(L): S = Start(L), E = End(L) and R = U;»1 X (M;). By model
restrictions 2 and 3, these are disjoint. As & = O, there is no edge from any node in R
to any node in E. Then by constraint 2 of Definition 7, E and R are in the same parallel
branch EZA. The same argument holds for S and R. Hence, S, E and R are in the same
X/ and therefore Start(L) U End(L) € X/. By constraint 1 of Definition 7, there is
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no nontrivial parallel cut and select g does not select A.

By model restriction 3, no M; can produce the empty trace. Then all traces in L start and
end with activities from My, so Start(M) = Start(M;) and End(M) = End(M),
and c satisfies the first cut criterion. The second and third criteria hold for ¢ by the
semantics of O. For any 1 # ¢ # j # 1, by the semantics of (9 and model restriction
2, no activity of M; can directly follow any activity of M, and therefore the fourth
criterion holds for ¢. Criteria 5 and 6 follow from L ¢q¢ M. Hence, selectp: returns
O. O

Proof (of Lemma 12). Lemma: For each reduced process tree M = a (with a € X))
or M = 7, and a log L that fits and is directly-follows complete w.r.t. M, it holds that
M = B'(L).

Apply case distinction on M.

Case M = 7. We assumed L C £(M) and L cannot be empty, so L must be {e}
for some k. By code inspection, in framework B, base = {7}. The function select
returns (), after which B returns {7}, which only containing model is isomorphic to M.

Case M = a for some a € Y. We assumed L og¢ M, so L must be {(a)}. By code
inspection, in framework B, base = {a}. The function select g/ returns (), after which
B returns {a}, which only containing model is isomorphic to M.

Proof (of Lemma 13). Lemma: Let M = &(M;,..., M,) be a reduced process tree

adhering to the model restrictions, and let L be a log such that L C L(M) A Logs M.

Let {(®, (L1,...,L,))} be the result of selectp,. Then Vi : L; C L(M;) A L; oq¢ M;.
Apply case distinction on &:

- Case @ = x. Let G’(L) be the undirected version of G(L). By the reductions of
Property 10, no M; is a x itself. Pick two activities a; € X'(M;) and a; € X(M;),
i # j. By model restriction 1 and the semantics of x, there is no ¢ € L containing
both a; and a; and there is no path a; ~» a; € G'(L). Hence, a; and a; will be split
by a maximal exclusive choice cut. For any a; € X' (M;) there exists a path a; ~
a; € G'(L) (by semantics of —, A and O, and M, is no x). Hence, a; and a, will
not be split by the exclusive choice cut. Hence, the maximal exclusive choice cut
Xy -+ X, corresponds to the division of activities over X' (M) - - - X (M,,). As the
order of children of an x node is irrelevant for isomorphism, we assume w.l.0.g. that
Vi : X; = X(M;). By construction of EXCLUSIVECHOICESPLIT, Vi : X(L;) =
X = X(M;).

Leti <mandt € L;. By EXCLUSIVECHOICESPLIT, t € L, therefore ¢t € L(M)
and by the semantics of x, 3j : t € L(M;). As X(L;) = X¥(M;), and X ({t}) C
E(LZ), Mj = Ml HCHCG, Lz Q K(MZ)

Left to prove: Vi : L; oq¢ M;. We prove the clauses of ¢q4¢ separately:

e Va,be Y A(---a,b,---) € L(M;): (--a,b,---) € L}. By the semantics
of x and model restriction 1, we can safely restrict ourselves to a and b from
Y(M;). Let a,b € ¥(M;) such that (--- ,a,b,---) € L(M;). By the seman-
tics of x and Logs M, thereisat = (--- ,a,b,---) € L that fits this pattern.
As a and b are from X' (M;), t € L;.

o Start(M;) C Start(L;). From L ogqs M and the fact that M fits L we derive
that Start(L) = Start(M). By the semantics of x, Start(M;) C Start(M),
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so for each activity a € Start(M;) there is a trace t = (a,---) € L. By
EXCLUSIVECHOICESPLIT, t € L; and therefore a € Start(L;). Hence,
Start(M;) C Start(L;). A similar argument holds for End(M;) C End(L;).
e Y (M;) C ¥(L;) was proven before.
Hence, Vi : L} C L(M]) A L} og¢ M.
Case @ = —. Leta;, € X(M;) and a; € X(M;) with ¢ < j. By semantics of
—, there must be a path a; ~ a; € G(L), and a; ~» a; ¢ G(L). Then, in a
maximal sequence cut, a; and a; will be in X and X, with [ < k. By the reduction
rules of Property 10, no M, is a — itself. The directly-follows graphs of A and O
are single strongly connected components and the directly-follows graph of x is
disconnected, so each cluster G(M;) is not a chain itself. Therefore, two activities
a;,a; € X(M;) end up in the same Y. Hence, the sequence cut contains the
correct n sets of activities: Vi : X (L;) = X(M;). Pick any ¢ < n and pick any
trace t € L;. By SEQUENCESPLIT there must be a trace ¢’ - ¢ - t"/ € L, such that
YH{EHNX(M;) =0 =X{t"}) N X(M;). By assumption, ¢’ - ¢ - t" € M. Then
by semantics of —, ¢ must have been produced by M;. Hence, L; C L(M;).
Left to prove: Vi : L; oq¢ M;. We prove the clauses of ¢q4¢ separately:

e Va,b € ¥ AN(---a,b,---) € L(M;) : (---a,b,--+) € L;. Each M; can be
recognised as a cluster of nodes in G(M). Consider an internal edge (a,b)
in this cluster. As Logr M, there exists a trace ¢ € L that contains (a, b).
SEQUENCESPLIT splits ¢ only on positions corresponding to edges that are
external to the cluster. Hence, {a, b) is in some trace in L;.

e Start(M;) C Start(L;). As Logs M, there is an edge in G(M) from ev-
ery node in End(M;_1) to every node in Start(M;). Each trace in L' is cut
in pieces on positions corresponding to these edges. Hence, Start(M;) C
Start(L;). A similar argument holds for End(M;) C End(L;).

Case @ = A.Leta; € X¥(M;) and let ¥ (M) with ¢ # j. By semantics of A, G(L)
has edges such that Ya; € X(M;) : (a;,a;) € G. Then in a maximal parallel
cut, a; ¢ X;. By semantics of A, G(M) can be seen as a clique of completely
connected clusters, such that each cluster is X'(M;) for some i. By the reduction
rules of Property 10, no M; is a A itself. Neither x nor — produces a clique of
completely connected clusters, so a maximal parallel cut of G(M) consists of the
n X(M;). W.lo.g. it holds that Vi : X(L;) = X(M;). Pick any ¢ < n and pick
any trace t € L;. By construction of PARALLELSPLIT, there must be a trace t’ € L
such that ¢ is a projection of ¢’. By assumption, ¢ C L£(M). By model restriction
1, the activities of ¢ in ¢’ can only be produced by M;. Therefore, M, must have
produced ¢ and hence L; C L(M;).

Left to prove: Vi : L; oqr M;. We prove the clauses of oq¢ separately:

e Vab € YA (--ab,---) € L(IM;) : {---a,b,---) € L;. Pick any two
activities a and b such that b directly-follows a in M;. As L oq¢ M and the fact
that M can produce a trace (- - - a, b, - - - ), there must be a trace ¢ € L such that
t = (---a,b,---). By construction of PARALLELSPLIT, then there will be a
trace (---a,b,---) € L;.

e Start(M;) C Start(L;). By semantics of A, Start(M;) C Start(M). Take
aa € Start(M;). As Logs M, there must be a trace ¢t € L that starts with a.
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By PARALLELSPLIT, then there must be a trace in L; that starts with a. Hence,
Start(M;) C Start(L;). A similar argument holds for End(M;) C End(L;).
o Y(M;) C X(L;) was proven before.

— Case @ = . By semantics of 9, G(M) can be seen as a loop having a body
X (M;) and mutually unconnected redo parts of X(M;.;). Take two activities
a;,a; € X(M;z1). By the reduction rules of Property 10, M; is not a x and there-
fore M, is connected. By semantics of O, there is no edge (a;, a.) € G(M) for any
a. € End(M) and no edge (as,a;) € G(M) for any as € Start(M). Hence, a;
and @ will end up in the same Y. Take two activities a; € X'(M;),a; € X (M)
with ¢ # j. By semantics of (9, there cannot be a path a; ~» a; € G’. Hence,
there cannot be an edge connecting X; and X; in G(M). Hence, a; and a; end
up in Xj; and X} with k& # . Let ay,a] € X(My)\Start(M)\End(M). Then
as ~ a1 ~ a. € G(M) for some as € Start(M),a. € End(M). By criteria
(2) and (3) of Definition 8, a; € X4. Hence Vi : X(L;) = X (M;), where w.l.o.g.
the order of the non-first children is arbitrary. Pick any ¢ < n and pick any trace
t € L;. Apply case distinction on whether ¢ = 1 to prove that L; C L(M;).

e Case i = 1. By construction of LOOPSPLIT, there exists a trace t’ - ¢ - t" € L/,
such that ¢’ is either empty or ends with an activity ¢ X'y, and ¢” is either empty
or starts with an activity ¢ Y.
e Case i # 1. By construction of LOOPSPLIT, there exists a trace t' - (a') - ¢ -
(@"y -t € I, such that o', a” ¢ 5.
By model restriction 1, the semantics of () and the assumption that L C L£(M), it
holds that ¢ must have been produced by M;. Hence, L; C L(M;).
Left to prove: L; oq¢ M;. We prove the clauses of ¢4¢ separately:
e Vabe Y AN{(---a,b,---) € LIM;):(---a,b,---) € L;. Pick any activities
a,b € Start(M;) such that (---a,b,---) € L(M;). As Loge M, there must
be a trace ¢ - (a,b) - ' € L. Then by construction of LOOPSPLIT, there is a
trace in L; that contains (--- ,a,b, - ).
e Start(M;) C Start(L;). Pick an activity a € Start(M;). As L oqs M, there
must be a trace ¢+ (a) -t' € L, such that X ({t})NY; = (). Then by construction
of LOOPSPLIT, there is a trace in L; that starts with a. Hence, Start(M;) C
Start(L;). A similar argument holds for End(M;) C End(L;).
e Y(M;) C X(L;) was proven before.

Concluding the case distinction, it holds that Vi : L; C L(M;) A L; oqr M;.

Proof (of Theorem 14). Theorem: If the model restrictions hold for a process tree M,
then B’ language-rediscovers M: L(M) = L(B'(L)) for any log L such that L C
L(M) A Logs M.

We define M’ to be the model that results from applying the rules of Property 10
exhaustively to M.

We prove by induction on model sizes of M’ that VL. C X* AL C L(M') A
L<>df M M = B/(L)
Base case: |[M'| = 1. By Lemma 12, M’ = B’(L).
Induction hypothesis: for all models Mz’ smaller than M, itholds that VL; C Y*AL; C
L(M]) A L;oqs M| : M! = B'(L;).
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Induction step: Assume |M’| > 1 and the induction hypothesis. As |M’| > 1, there ex-
ists @', My --- M/, suchthat M’ = &'(M{,...,M],). By Lemma 11, select g selects
@ . Let{®', (L},..., L)} be the result of select g. By Lemma 13, Vi : L; C L(M;)A
L; o4¢ M;. By the induction hypothesis, &' (M7, ..., M}) = &'(B'(L1),..., B (Ly)).
By construction of B’ it holds that M’ = B’(L), which finishes the induction.

By construction, L(M) = L(M’) and hence VL C Z* AL C L(M) A Logs M :
L(M) = L(B'(L)). O

Lemma 16. For a process tree M = @&(My, ..., M,) adhering to the model restric-
tions of Section 6.4, the possible cuts for the root operator are mutually exclusive.

Proof. Lemma: For a process tree M = @&(My, ..., M,,) adhering to the model restric-
tions of Section 6.4, the possible cuts for the root operator are mutually exclusive.
We prove by case distinction that for each &, the only nontrivial cut on M is an ¢-cut.

- Case @ = x. Take two activities a;, a; € X' (M;) and aj; € X'(M;). By semantics

of X, a; ~» a; ¢ G(M) and a; ~ a; ¢ G(M). Hence, no nontrivial sequence cut
exists. Similarly, there is no nontrivial parallel cut.
Towards contradiction, assume there is a loop cut E?, 220. By semantics of O,
there exists some ay € ES, such that ag € X'(M;) for some ¢ and there is a ag €
Start(M;) with (a2, a3) € G(M). Then there is an a1 € X(M;x;) N Start(M).
By constraint 5 of Definition 8, (ag,a1) € G(M). This contradicts the semantics
of x, that require (az2,a1) ¢ G(M). Hence, there is no such as, 29 is empty and
there is no nontrivial loop cut.

— Case & = —. In Lemma 11 it is proven that select g/ selects —. By the cut probing
order of select g+, there exists no nontrivial exclusive choice cut.

Towards contradiction, suppose there exists a parallel cut X7, X5 Take activities
a;,a; € X(M;), aj=i41 € X(M;). By semantics of —, (a;,a;) ¢ G(M) and
(aj,a;) ¢ G(M). Hence, a;, aj,a; € X for some k, each X7, = () and there is
no nontrivial parallel cut.

Towards contradiction, suppose there exists a loop cut E? , Zg . By constraint 1 of
Definition 8, Start(M) C X7 By the model restrictions, End(M) N X (M;) = )
for any ¢ # n. Pick a node a; € X(M;) such that there exists a node a} €
Start(M) having (a},a1) € G(M). By constraint 2 of Definition 8 and End(M )N
2(M,) = 0, it holds that a; € Y. By transitivity it holds that U, X' (M;) C
X 9 By a similar argument, using constraint 3 of Definition 8, it holds that U; 21 X' (M;) C
29 . Hence, 2;5 is empty and there is no nontrivial loop cut.

— Case ® = A.In Lemma 11 it is proven that select g selects A. By the cut probing
order of select g+, there exists no nontrivial exclusive choice or sequence cut.

oy Xy

Let 4 # j. Towards contradiction, assume there exists a loop cut X O, E? . In the
following, we define a € Start(X5) to hold if and only if 3b € XY : (a,b) €
G(M), and similarly for End(X5). We prove a contradiction by showing that
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29 is empty. Let ap € Start(X5) N X(M;). Each parallel branch has start ac-
tivities, so there must exist a; € Start(M;). By constraint 1 of Definition 8,
a; € E?. By semantics of A, (a1,a2) € G(M). By constraint 2 of Definition 8,
a1 € Start(M) N End(M). Hence, Start(M) N X(M;) = End(M;) N 2 (M;).
By the model restrictions of Section 6.4, the only operators of which M can exist
are X and A. Then, X (M;) = Start(M) N X(M;) = End(M) N X(M;). By
constraint 1 of Definition 8, X9 N X(M;) = 0.

Left to prove: Zéj N X (M;) = 0. We assumed ay € Start(ES). By semantics
of A, (a1,az) € G(M). Then by constraint 6 of Definition 8, ay € End(Xy.
By semantics of A, there exists an ay € Start(M) N X(M;) N XP. As ay €
Start(X9) N End(XY), (a4, a2) € G(M). By constraint 2 of Definition 8, ay €
End(M). Then Start(M) N X (M;) = End(M) N X(M;). By the model restric-
tions of Section 6.4, the only operators of which M; can exist are x and A. Then,
Y(M;) = Start(M) N X(M;) = End(M) N X(M;). By constraint 1 of Defini-
tion 8, Zé) N X (M;) = (). Hence, E? is empty and there is no nontrivial loop cut
of G(M).

Case @ = . In Lemma 11 it is proven that select g+ selects O. By the cut probing
order of select g/, there exists no nontrivial exclusive choice, sequence or parallel
cut. O



