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Abstract. Given the abundance of event data, the challenge of process
mining today is to enable process mining in the large. This research
aims to address scalability problem in terms of memory use and time
consumption. To this end, we use relational databases as the framework
to both store event data and do process mining analysis. We conduct a
pre-computation of intermediate structures during insertion time of the
data. Finally, we implement the existing process mining algorithms to
be compatible with relational database settings.
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This document contains the PhD research plan and is organized as follows.
In Section [I| we define what will be accomplished by eliciting relevant research
questions. In Section [2] we present the background knowledge. In Section [3] we
explain the significance of the research contribution. Then in Section {4| we de-
scribe the method adopted in the research. Finally, in Section [5| we present what
we have done so far.

1 Research Questions

This work is conducted to answer these following research questions:

— How to deal with tremendous event data in process mining?

— How to do process mining analysis with event data taken from databases?

— How to gain performance benefit from relational databases in terms of mem-
ory use and time consumption?

2 Background

Process mining is introduced as a research discipline that sits between machine
learning and data mining on the one hand and process modeling and analysis
on the other hand. It can be viewed as a means to bridge the gap between
data science and process science. The goal of process mining is to turn event
data into insights and actions in order to improve processes |12]. Given the
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rapid development of event data, the challenge is to enable process mining in the
large. This work will be focused on the use of relational databases as a storage
of event data and as an engine to pre-compute process mining metrics.

There are some works related to the use of databases in process mining.
XESame [15] is one of the tools to extract event data from databases. This work
provides an interactive interface where users can select data from the database
and then match it with XES elements. The downside of this work is the lack
of direct access to the database since it is only considered as a storage place of
data.

Another technique for extracting event data from databases was presented
in [3]. This work uses two types of ontologies. The first is called domain ontol-
ogy which gives a high level view of the data stored in the database. The second
is called event ontology which contains the XES structure. Data in databases
is extracted through these ontologies using a well-establish technology called
Ontology-based Data Access [7]. Although this work is promising, the perfor-
mance issues make it unsuitable for large databases.

RXES was introduced in [13] as the relational representation of the XES
standard for event logs. The work presents the database schema as well as some
experiments showing that RXES uses less memory compared to the standard
approach. RXES puts the initial stone for direct access to the database, however,
this research has no longer continued.

In addition to database approaches, some other techniques for handling big
data in process mining have been proposed [2,8}/9], two of them are decomposing
event logs [1] and streaming process mining [5]. In decomposition, a large process
mining problem is broken down into smaller problems focusing on a restricted
set of activities. Process mining techniques are applied separately in each small
problem and then they are combined to get an overall result. This approach deals
with exponential complexity in the number of activities of most process mining
algorithms [11]. In streaming process mining, process mining framework ProM
is integrated with distributed computing environment Apache Hadoop. Hence
we can analyze event data whose size exceeds the computers physical memory.
Streaming process mining also provides online-fashioned process mining where
the event data is freshly produced, i.e. it does not restrict to only process the
historical data as in traditional process mining. However, neither decomposition
nor streaming are directly applicable to existing process mining technique. Both
approaches require some changes in the algorithms.

3 Significance

Relational database is one of the technologies used in big data computing. This
research uses relational databases as the framework to enable process mining in
the large. We argue that relational databases are the most suitable approach
for process mining compared to other types of databases. The XES standard re-
quires a relational representation between its elements, for example, an event
must belong to a trace and a trace is part of a log. Therefore, aggregate-
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Fig. 1. DB-XES schema

oriented NoSQL databases [14] such as key-value store databases, document
databases, and columned-oriented databases are not appropriate for XES event
data. Relation-oriented NoSQL such as graph databases may be suitable, how-
ever, it does not provide supports for complex queries such as trigger.

Given the result from this research, process mining is able to handle big event
data for discovering process models, doing conformance checking, and enhancing
the process model. Moreover, process mining can be applied to the whole data
to get insight from exceptional behavior.

4 Research Design and Methods

In this section we describe and motivate the method adopted in the research.
We first introduce a relational representation of XES, called DB-XES. Dif-
ferently from normal process mining analysis which uses event log files, we use
event data stored in relational databases. In other words, we move the location
of data from files to databases. This provides scalability in terms of memory use
due to the fact that memory is not bounded to the computer’s disk size.
Second, we move some computations from analysis-time to insertion-time.
We pre-compute intermediate structures of process mining algorithms in the
database and keep the computed tables up-to-date of the insertion of new events.
Using this approach, we maintain the intermediate structure to be always ready
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and can be directly accessed by users whenever it is needed. This provides scal-
ability in terms of time consumption since we cut the computation time inside
process mining tools.

Figure [1] shows the DB-XES schema. As the XES structure [4], the schema
contains main elements of event data, i.e. log, trace, event, and attribute. These
elements are connected through table log_has_trace and trace_has_event. Global
attributes, extensions, and classifiers are linked to the log. Furthermore, table
event_collection is used to store the source of an event.

DB-XES also contains table dfr and log_has_dfr. This table is used to store
Directly Follows Relation (DFR), i.e. a pair of event classes (a,b) where a is
directly followed by b in the context of a trace. DFR is one of the intermediate
structures used by various process mining algorithms, such as Alpha Miner [10]
and Inductive Miner [6].

For doing the experiment, we use real life event data from a company which
contains 29,640 traces, 2,453,386 events, 54 different event classes, and 17,262,635
attributes. Then we extend this log in two dimensions, i.e. we increase (1) the
number of event classes and (2) the number of traces, events and attributes.
We extend the log by inserting copies of the original event log data with some
modifications in the identifier, task name, and timestamp. We extend the number
of event classes as a separate dimension since the growth of event classes gives
exponential influences.

At the current stage, this work has limitation in the SQL query execution.
The number of joins explodes and makes the query inefficient. Although the
framework is still able to handle 108 number of traces, events, and attributes
(the largest number used in the experiment), the need of optimizing the query
still exists.

5 Research Stage

This research has been started since December 2015. In the first stage, we create
a relational representation of XES called DB-XES. Then, using OpenXES as the
interface, we create an access from DB-XES to ProM. Hence, any ProM plug-ins
can work with DB-XES similarly as working with XES event log files.

In the next stage, we focus on enabling process discovery in large event data.
We create a representation of the most common used intermediate structure,
i.e. directly follows relations, in DB-XES. This structure is pre-computed and
maintained to be up-to-date of the insertion of new events. Then, we conduct
experiments using the state-of-the-art process discovery techniques, namely In-
ductive Miner. The result shows that the proposed solution gives performance
benefit in terms of memory use and time consumption.

The experiment result is paving the way of applying other process mining
techniques. In the current stage, we are implementing handover of work in DB-
XES. The metrics have been translated into database tables, and some experi-
ments are being run. In the following we briefly list the future research steps:
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— Extend the approach with other advanced intermediate structures, such as

the intermediate structures of declarative process mining.

— Apply the event removal feature in database while keeping the intermediate

structures live under insertion and deletion of event data.

— Optimize the query performance through indexing and possibly apply more

advanced big data technologies, such as Spark SQL.

— Implement conformance checking in the context of DB-XES.
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